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Abstract. These notes cover two presentations:
(1) A general overview and introduction to the field.
(2) Parameterized intractability and complexity classes.

1 Introduction to Parameterized Complexity

1.1 Two Forms of Fixed-Parameter Complexity

Many natural computational problems are defined on input consisting of various
information, for example, many graph problems are defined as having input
consisting of a graph G = (V, E) and a positive integer k. Consider the following
well-known problems:
Vertex Cover
Input: A graph G = (V, E) and a positive integer k.
Question: Does G have a vertex cover of size at most k? (A vertex cover is a set
of vertices V ′ ⊆ V such that for every edge uv ∈ E, u ∈ V ′ or v ∈ V ′ (or both).)

Dominating Set
Input: A graph G = (V, E) and a positive integer k.
Question: Does G have a dominating set of size at most k? (A dominating set is
a set of vertices V ′ ⊆ V such that ∀u ∈ V : u ∈ N [v] for some v ∈ V ′.)

Although both problems are NP-complete, the input parameter k contributes
to the complexity of these two problems in two qualitatively different ways.

1. There is a simple bounded search tree algorithm for Vertex Cover that
runs in time O(2kn)

2. The best known algorithm for Dominating Set is basically just the brute
force algorithm of trying all k-subsets. For a graph on n vertices this approach
has a running time of O(nk+1).

(Easy) Exercise: What is the search tree algorithm for Vertex Cover refered
to above?

The table below shows the contrast between these two kinds of complexity.
In these two example problems, the parameter is the size of the solution being

sought. But a parameter that affects the compexity of a problem can be many
things.



n = 50 n = 100 n = 150

k = 2 625 2,500 5,625

k = 3 15,625 125,000 421,875

k = 5 390,625 6,250,000 31,640,625

k = 10 1.9× 1012 9.8× 1014 3.7× 1016

k = 20 1.8× 1026 9.5× 1031 2.1× 1035

Table 1. The Ratio nk+1

2kn
for Various Values of n and k.

Example. The nesting depth of a logical expression. ML is a logic-based pro-
gramming language for which relatively efficient compilers exist. One of the
problems the compiler must solve is the checking of the compatibility of type
declarations. This problem is known to be complete for EXP (deterministic expo-
nential time) [HM91], so the situation appears discouraging from the standpoint
of classical complexity theory. However, the implementations work well in prac-
tice because the ML Type Checking problem is FPT with a running time of
O(2kn), where n is the size of the program and k is the maximum nesting depth
of the type declarations [LP85]. Since normally k ≤ 5, the algorithm is clearly
practical on the natural input distribution.

The parameter can be size of the solution, or some structural aspect of the
natural input distribution — and many other things (to be discussed below).

In the favorable situations (as for Vertex Cover and Type Checking in
ML), the exponential cost of solving the problem (that is expected, since the
problems are NP-hard) can be entirely confined to an exponential function of
the parameter, with the overall input size n contributing polynomially.

1.2 Clashes of Function Classes; Multivariate Complexity and
Algorithmics

The familiar “P versus NP” framework, that we call the classical framework,
is fundamentally centered on the notion of polynomial time, and this is a one-
dimensional framework: there is one measurement (or variable) at work, the
overall input size n.

The classical framework revolves around a contrast between two function
classes: the good class of running times of algorithms of the form: O(nc), time
that is polynomial in the one measurement n. The bad class of run times is
those of the form 2nc

, and the drama concerns methods for establishing that
concrete problems admit good algorithms (and if so, maybe better algorithms?),
the positive toolkit, or if they only admit bad algorithms (modulo reasonable
conjectures), the negative toolkit that in the classical case is about NP-hardness,
EXP-hardness, etc.

Worth noting at this point is that one of the main motivations to parameter-
ized complexity (and many other approaches) is that while the classical theory
is beautiful, and a handful of important problems are in P, the vast majority of
problems have turned out to be NP-hard or worse.
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Parameterized complexity is basically a two-dimensional sequel, based sim-
ilarly on a contrast between two function classes in a two-dimensional setting,
where in addition to the overall input size n, we have a second measurement
(or variable) that captures something else significant that affects computational
complexity (and the opportunities for efficient algorithm design), the parameter
k (that might be solution size, or something structural about typical inputs, ...
or many other things).

How do we formalize this?

Definition 1. A parameterized language L is a subset L ⊆ Σ∗ × Σ∗. If L is a
parameterized language and (x, k) ∈ L then we will refer to x as the main part,
and refer to k as the parameter.

A parameter may be non-numerical, and it can also represent an aggregate
of various parts or structural properties of the input.

Definition 2. A parameterized language L is multiplicatively fixed-parameter
tractable if it can be determined in time f(k)q(n) whether (x, k) ∈ L, where
|x| = n, q(n) is a polynomial in n, and f is a function (unrestricted).

Definition 3. A parameterized language L is additively fixed-parameter tractable
if it can be determined in time f(k) + q(n) whether (x, k) ∈ L, where |x| = n,
q(n) is a polynomial in n, and f is a function (unrestricted).

(Easy) Exercise. Show that a parameterized language is additively fixed-
parameter tractable if and only if it is multiplicatively fixed-parameter tractable.
This emphasizes how cleanly fixed-parameter tractability isolates the computa-
tional difficulty in the complexity contribution of the parameter.

The following definition provides us with a place to put all those problems
that are “solvable in polynomial time for fixed k” without making the central
distinction about whether this “fixed k” is ending up in the exponent or not (as
with the brute force algorithm for Dominating Set).

Definition 4. A parameterized language L belongs to the class XP if it can be
determined in time f(k)ng(k) whether (x, k) ∈ L, where |x| = n, with f and g
being unrestricted functions.

Is it possible that FPT = XP ? This is one of the few structural questions
concerning parameterized complexity that currently has an answer [DF98].

Theorem 1. FPT is a proper subset of XP.

Summarizing the main point: parameterized complexity is about a natural
bivariate generalization of the P versus NP drama. This inevitably leads to two
toolkits: the positive toolkit of FPT methods (that Daniel Marx will lecture
about), and the negative toolkit that basically provides a parameterized analog
of Cook’s Theorem, and methods for showing when fixed-parameter tractable
algorithms for parameterized problems are not possible (modulo reasonable as-
sumptions).

There is a larger context captured by the reasonable question that is often
asked:
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If Parameterized Complexity is the natural two-dimensional sequel to P
versus NP, then what is the three-dimensional sequel?

Nobody currently knows the answer. Ideally, one would like to have a fully
multivariate perspective on complexity analysis and algorithm design that meets
the following criteria:
• In dimension 1, you get the (basic) P versus NP drama.
• In dimension 2, you get the (productive) FPT versus XP drama.
• In all dimensions, you have concrete problems where the contrasting outcomes
are natural and consequential, and the theory is routinely doable.

Open research problem. Is there such a fully multivariate mathematical
perspective?

Introducing (at least one) secondary variable k beyond the overall input size
n allows us to ask many new and interesting questions that cannot be asked
in any mathematically natural way in the classical framework. Much of this
interesting traction is based on the various ways that parameterization can be
deployed.

1.3 Parameters Can Be Many Things

There are many ways that parameters arise naturally, for example:
• The size of a database query. Normally the size of the database is huge, but
frequently queries are small. If n is the size of a relational database, and k is the
size of the query, then answering the query (Model Checking) can be solved
trivially in time O(nk). It is known that this problem is unlikely to be FPT
[DFT96,PY97] because it is hard for W [1], the parameterized analog of NP-
hardness. However, if the parameter is the size of the query and the treewidth
of the database, then the problem is fixed-parameter tractable [Gr01b].
• The number of species in an evolutionary tree. Frequently this parameter is
in a range of k ≤ 50. The PHYLIP computational biology server includes an
algorithm which solves the Steiner Problem in Hypercubes in order to
compute possible evolutionary trees based on (binary) character information.
The exponential heuristic algorithm that is used is in fact an FPT algorithm
when the parameter is the number of species.
• The number of variables or clauses in a logical formula, or the number of
steps in a deductive procedure. Determining whether at least k clauses of a CNF
formula F are satisfiable is FPT with a running time of O(|F |+1.381kk2) [BR99].
Since at least half of the m clauses of F can always be satisfied, a more natural
parameterization is to ask if at least m/2 + k clauses can be satisfied — this is
FPT with a running time of O(|F |+ 6.92kk2) [BR99]. Implementations indicate
that these algorithms are quite practical [GN00].
• The number of moves in a game, or the number of steps in a planning problem.
While most game problems are PSPACE-complete classically, it is known that
some are FPT and others are likely not to be FPT (because they are hard
for W [1]), when parameterized by the number of moves of a winning strategy
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[ADF95]. The size n of the input game description usually governs the number
of possible moves at any step, so there is a trivial O(nk) algorithm that just
examines the k-step game trees exhaustively.

• The number of facilities to be located. Determining whether a planar graph
has a dominating set of size at most k is fixed-parameter tractable by an algo-
rithm with a running time of O(8kn) based on kernelization and search trees.
By different methods, an FPT running time of O(336

√
k)n can also be proved.

• An unrelated parameter. The input to a problem might come with “extra
information” because of the way the input arises. For example, we might be
presented with an input graph G together with a k-vertex dominating set in G,
and be required to compute an optimal bandwidth layout. Whether this problem
is FPT is open.

• The amount of “dirt” in the input or output for a problem. In the Maximum
Agreement Subtree (MAST) problem we are presented with a collection
of evolutionary trees trees for a set X of species. These might be obtained by
studying different gene families, for example. Because of errors in the data, the
trees might not be isomorphic, and the problem is to compute the largest possible
subtree on which they do agree. Parameterized by the number of species that
need to be deleted to achieve agreement, the MAST problem is FPT by an
algorithm having a running time of O(2.27k + rn3) where r is the number of
trees and n is the number of species [NR01].

• The “robustness” of a solution to a problem, or the distance to a solution.
For example, given a solution of the Minimum Spanning Tree problem in an
edge-weighted graph, we can ask if the cost of the solution is robust under all
increases in the edge costs, where the parameter is the total amount of cost
increases.

• The distance to an improved solution. Local search is a mainstay of heuristic
algorithm design. The basic idea is that one maintains a current solution, and
iterates the process of moving to a neighboring “better” solution. A neighboring
solution is usually defined as one that is a single step away according to some
small edit operation between solutions. The following problem is completely
general for these situations, and could potentially provide a valuable subroutine
for “speeding up” local search:

k-Speed Up for Local Search
Input: A solution S, k.
Parameter: k
Output: The best solution S′ that is within k edit operations of S.

• The goodness of an approximation. If we consider the problem of producing
solutions whose value is within a factor of (1 + ε) of optimal, then we are imme-
diately confronted with a natural parameter k = 1/ε. Many of the recent PTAS
results for various problems have running times with 1/ε in the exponent of the
polynomial. Since polynomial exponents larger than 3 are not practical, this is
a crucial parameter to consider.
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It is obvious that the practical world is full of concrete problems governed
by parameters of all kinds that are bounded in small or moderate ranges. If we
can design algorithms with running times like 2kn for these problems, then we
may have something really useful.

1.4 Kernelization: Another View of FPT

Preprocessing is a practical computing strategy with a lot of power on real world
input distributions, as shown by the following example.
Example: Weihe’s Train Problem

Weihe describes a problem concerning the train systems of Europe [Wei98].
Consider a bipartite graph G = (V, E) where V is bipartitioned into two sets S
(stations) and T (trains), and where an edge represents that a train t stops at
a station s. The relevant graphs are huge, on the order of 10,000 vertices. The
problem is to compute a minimum number of stations S′ ⊆ S such that every
train stops at a station in S′. This is a special case of the Hitting Set problem,
and is therefore NP-complete.

However, the following two reduction rules can be applied to simplify (pre-
process) the input to the problem. In describing these rules, let N (s) denote the
set of trains that stop at station s, and let N (t) denote the set of stations at
which the train t stops.

1. If N (s) ⊆ N (s′) then delete s.
2. If N (t) ⊆ N (t′) then delete t′.

Applications of these reduction rules cascade, preserving at each step enough
information to obtain an optimal solution. Weihe found that, remarkably, these
two simple reduction rules were strong enough to “digest” the original, huge
input graph into a problem kernel consisting of disjoint components of size at
most 50 — small enough to allow the problem to be solved optimally by brute
force.

The following is an equivalent definition of FPT [DFS99].

Definition 5. A parameterized language L is kernelizable if there is there is a
parameterized transformation of L to itself, and a function g (unrestricted) that
satisfies:

1. the running time of the transformation of (x, k) into (x′, k′), where |x| = n,
is bounded by a polynomial q(n, k) (so that in fact this is a polynomial-
time transformation of L to itself, considered classically, although with the
additional structure of a parameterized reduction),

2. k′ ≤ k, and
3. |x′| ≤ g(k).

Lemma 1. A parameterized language L is fixed-parameter tractable if and only
if it is kernelizable.
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The proof of this is essentially the solution to the second exercise above.
The kernelization point of view about FPT has become a major enterprise

all in itself, that will be covered in the lecture by Saket Saurabh.
There are several points to be noted about kernelization that lead to impor-

tant research directions:

(1) Kernelization rules are frequently surprising in character, laborious to prove,
and nontrivial to discover. Once found, they are small gems of data reduction
that remain permanently in the heuristic design file for hard problems. No one
concerned with any application of Hitting Set on real data should henceforth
neglect Weihe’s data reduction rules for this problem. The kernelization for Ver-
tex Cover to graphs of minimum degree 4, for another example, includes the
following nontrivial transformation [DFS99]. Suppose G has a vertex x of degree
3 that has three mutually nonadjacent neighbors a, b, c. Then G can be simpli-
fied by: (1) deleting x, (2) adding edges from c to all the vertices in N (a), (3)
adding edges from a to all the vertices in N (b), (3) adding edges from b to all
the vertices in N (c), and (4) adding the edges ab and bc. Note that this trans-
formation is not even symmetric! The resulting (smaller) graph G′ has a vertex
cover of size k if and only if G has a vertex cover of size k. Moreover, an optimal
or good approximate solution for G′ lifts constructively to an optimal or good
approximate solution for G. The research direction this points to is to discover
these gems of smart preprocessing for all of the hard problems. There
is absolutely nothing to be lost in smart pre-processing, no matter what the
subsequent phases of the algorithm (even if the next phase is genetic algorithms
or simulated annealing).

(2) Kernelization rules cascade in ways that are surprising, unpredictable in ad-
vance, and often quite powerful. Finding a rich set of reduction rules for a hard
problem may allow the synergistic cascading of the pre-processing rules to “wrap
around” hidden structural aspects of real input distributions. Weihe’s train prob-
lem provides an excellent example. According to the experience of Alber, Gramm
and Niedermeier with implementations of kernelization-based FPT algorithms
[AGN01], the effort to kernelize is amply rewarded by the subsequently expo-
nentially smaller search tree.

(3) Kernelization is an intrinsically robust algorithmic strategy. Frequently we
design algorithms for “pure” combinatorial problems that are not quite like that
in practice, because the modeling is only approximate, the inputs are “dirty”,
etc. For example, what becomes of our Vertex Cover algorithm if a limited
number of edges uv in the graph are special, in that it is forbidden to include
both u and v in the vertex cover? Because they are local in character, the usual
kernelization rules are easily adapted to this situation.

(4) Kernelization rules normally preserve all of the information necessary for op-
timal or approximate solutions. For example, Weihe’s kernelization rules for the
train problem (Hitting Set) transform the original instance G into a problem
kernel G′ that can be solved optimally, and the optimal solution for G′ “lifts”
to an optimal solution for G.
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The importance of pre-processing in heuristic design is not a new idea.
Cheeseman et al. have previously pointed to its importance in the context of
artificial intelligence algorithms [CKT91]. What parameterized complexity con-
tributes is a richer theoretical context for this basic element of practical algo-
rithm design. Further research directions include potential methods for mecha-
nizing the discovery and/or verification of reduction rules, and data structures
and implementation strategies for efficient kernelization pre-processing.

Lemma 1 of §3 tells us that a parameterized problem is fixed-parameter
tractable if and only if there is a polynomial-time kernelization algorithm trans-
forming the input (x, k) into (x′, k′) where k′ ≤ k and |x′| ≤ g(k′) for some
function g special to the problem. The basic schema is that reduction rules are
applied until an irreducible instance (x′, k′) is obtained. At this point a Kernel
Lemma is invoked to decide all those reduced instances x′ that are larger than
g(k′) for the kernel-bounding function g. For example, in the cases of Vertex
Cover and Planar Dominating Set, if a reduced graph G′ is larger than
g(k′) then (G′, k′) is a no-instance. In the case of Max Leaf Spanning Tree
large reduced instances are automatically yes-instances. (It is notable that for all
three of these problems linear kernelization, g(k) = O(k), has been established,
in all cases nontrivially [CKJ99,FMcRS01,AFN02].)

How does one proceed to discover an adequate set of reduction
rules, or elucidate (and prove) a bounding function g(k) that
insures for instances larger than this bound, that the question
can be answered directly?

We illustrate a systematic approach with the Max Leaf Spanning Tree
problem. Our objective is to prove:
The Kernel Lemma. If (G = (V, E), k) is a reduced instance of Max Leaf
Spanning Tree and G has more than g(k) vertices, then (G, k) is a yes-instance.

We will prove the Kernel Lemma as a corollary to the following.
The Boundary Lemma. If G = (V, E) is a reduced instance of Max Leaf
Spanning Tree that is a yes-instance for k and a no-instance for k + 1, then
G has at most h(k) vertices.

Let us first verify that the Kernel Lemma follows from the Boundary Lemma.
We will make the mild assumption that our functions g(k) and h(k) are nonde-
creasing. Take g(k) = h(k). Suppose (G, k) is a counterexample to the Kernel
Lemma. Then G is reduced, and has more than h(k) vertices, but is a no-instance,
that is, G does not have a spanning tree with at least k leaves. Let k′ < k be the
maximum number of leaves in a spanning tree of G. Then G is a yes-instance
for k′ and a no-instance for k′ + 1. Since k′ < k and h is non-decreasing, G has
more than h(k′) vertices, but this contradicts the Boundary Lemma.

The form of the Boundary Lemma ( ... which still needs to be proved, and we
still need to discover what we mean by “reduced”, and we also need to identify
the particular bounding function h ... ) is conducive to an extremal theorem
style of argument based on a list of inductive priorities. The proof is sketched as
follows.
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Sketch Proof of the Boundary Lemma. The proof is by minimum coun-
terexample. If there is any counterexample, then we can take G to be one that
satisfies:
(1) G is reduced.
(2) G is connected and has more than h(k) vertices.
(3) G is a no-instance for k + 1.
(4) G is a yes-instance for k, as witnessed by an t-rooted tree subgraph T of G
that has k leaves. (We do not assume that T is spanning. Note that if T has k
leaves then it can be extended to a spanning tree with at least as many leaves.)
(5) G is a counterexample where T has a minimum possible number of vertices.
(6) Among all of the G, T satisfying (1-5), T has a maximum possible number
of internal vertices that are adjacent to a leaf of T .
(7) Among all of the G, T satisfying (1-6), the quantity

∑
l∈L d(t, l) is minimized,

where L is the set of leaves of T and d(t, l) is the distance in T to the “root”
vertex t.
Then we argue for a contradiction.
Comment. The point of all this is to set up a framework for argument that will
allow us to see what reduction rules are needed, and what g(k) can be achieved.
In essence we are setting up a (possibly elaborate, in the spirit of extremal graph
theory) argument by minimum counterexample — and using this as a discovery
process for the FPT algorithm design. The witness structure T of condition (4)
gives us a way of “coordinatizing” the situation — giving us some structure to
work with in our inductive argument. How this strucuture is used will become
clear as we proceed.

We refer to the vertices of V −T as outsiders. The following structural claims
are easily established. The first five claims are enforced by condition (3), that
is, if any of these conditions did not hold, then we could extend T to a tree T ′

having one more leaf.
Claim 1: No outsider is adjacent to an internal vertex of T .
Claim 2: No leaf of T can be adjacent to two outsiders.
Claim 3: No outsider has three or more outsider neighbors.
Claim 4: No outsider with 2 outsider neighbors is connected to a leaf of T .
Claim 5: The graph induced by the outsider vertices has no cycles.
It follows from Claims (1-5) that the subgraph induced by the outsiders consists
of a collection of paths, where the internal vertices of the paths have degree 2 in
G. Since we are ultimately attempting to bound the size of G, this suggests (as
a discovery process) the following reduction rule for kernelization.
Kernelization Rule 1: If (G, k) has two adjacent vertices u and v of degree 2,
then:
(Rule 1.1) If uv is a bridge, then contract uv to obtain G′ and let k′ = k.
(Rule 1.2) If uv is not a bridge, then delete the edge uv to obtain G′ and let
k′ = k.
The soundness of this reduction rule is not completely obvious, although not
difficult. Having now partly clarified condition (1), we can continue the argument.
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The components of the subgraph induced by the outsiders must consist of paths
having either 1,2 or 3 vertices.

Because we are trying to efficiently bound the total number of outsiders (as
well as everything else, eventually, in order to obtain the best possible kernel-
ization bound h(k)), the situation suggests we should look for further reduction
rules to address the remaining possible situations with respect to the outsiders.
This discovery process leads us to the following further kernelization rules.
Kernelization Rule 2: If (G, k) is a (connected) instance of Max Leaf where G
has a vertex u of degree 1, with neighbor v, and where ∃x /∈ N (v) (that is, not
every vertex of G is a neighbor of v), then transform (G, k) into (G′, k′), where
k = k′ and G′ is obtained by:
(1) deleting u, and
(2) adding edges to make N [v] into a clique.

The reader can verify that this rule is sound: (G, k) is a yes-instance if and
only if (G′, k′) is a yes-instance.
Kernelization Rule 3: If (G, k) is a (connected) instance of Max Leaf where G
has two vertices u and v such that either:
(1) u and v are adjacent, and N [u] = N [v], or
(2) u and v are not adjacent, and N (u) = N (v),
and also (in either case) there is at least one vertex of G not in N [u]∪N [v], then
transform (G, k) to (G′, k′) where k′ = k − 1 and G′ is obtained by deleting u.

Returning to our consideration of the outsiders, we are now in the situation
that for a reduced graph, the only possibilities are:
(1) A component of the outsider graph is a single vertex having at least 2 leaf
neighbors in T .
(2) A component of the outsider graph is a K2 having at least three leaf neighbors
in T .
(3) A component of the outsider is a path of three vertices P3 having at least
four leaf neighbors in T .
The weakest of the ratios is given by case (3). We can conclude that the number
of outsiders is bounded by 3k/4.
The next step is to study the tree T . Since it has k leaves, it has at most k − 2
branch vertices. Using conditions (5) and (6), but omitting the details, it is
argued that: (1) the paths in T between a leaf and its parental branch vertex
has no subdivisions, and (2) any other path in T between branch vertices has
at most 3 subdivisions (with respect to T ). These statements are proved by
various further structural claims (as in the analysis of the outsider population)
that must hold, else one of the inductive priorities would fail (constructively) —
a tree with k + 1 leaves would be possible, or a smaller T , or a T with more
internal vertices adjacent to leaves can be devised, or one with a better score
on the sum-of-distances priority (7). Consequently T has at most 5k vertices,
unless there is a contradiction. Together with the bound on the outsiders in a
reduced graph, this yields a g(k) of 5.75k. ut

The above sketch illustrates how the project of proving an FPT kernelization
bound is integrated with the search for efficient kernelization rules. But there is
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more to the story. The argument above also leads directly to a constant-factor
polynomial-time approximation algorithm in the following way. First, reduce G
using the kernelization rules. It is easy to verify that the rules are approximation-
preserving. Thus, we might as well suppose that G is reduced to begin with. Now
take any tree T (not necessarily spanning) in G. If all of the structural claims
hold, then (by our arguments above) the tree T must have at least n/c leaves for
c = 5.75, and therefore we already have (trivially) a c-approximation. (It would
require further arguments, but probably the approximation factor is much better
than c.) If at least one of the structural claims does not hold, then the tree T
can be improved against one of the inductive priorities. Notice that each claim
is proved (in the kernelization argument above) by a constructive consequence.
For example, if Claim 1 did not hold, then we can find a tree T ′ (by modifying
T ) that has one more leaf. Similarly, each claim violation yields a constructive
consequence against one of the inductive priorities in the extremal argument for
the kernelization bound. These consequences can be applied to our original T
(and its successors) only a polynomial number of times (determined by the list
of inductive priorities) until we arrive at a tree T ′ for which all of the various
structural claims hold. At that point, we must have a c-approximate solution.

2 Parameterized Intractability and Structural
Complexity

Is there a parameterized analog of Cook’s Theorem? Yes there is!

2.1 Various Forms of The Halting Problem: A Central Reference
Point

The main investigations of computability and efficient computability are tied to
three basic forms of the Halting Problem.

1. The Halting Problem
Input: A Turing machine M .
Question: If M is started on an empty input tape, will it ever halt?

2. The Polynomial-Time Halting Problem for Nondeterministic
Turing Machines
Input: A nondeterministic Turing machine M .
Question: Is it possible for M to reach a halting state in n steps, where n is
the length of the description of M?

3. The k-Step Halting Problem for Nondeterministic Turing Ma-
chines
Input: A nondeterministic Turing machine M and a positive integer k. (The
number of transitions that might be made at any step of the computation is
unbounded, and the alphabet size is also unrestricted.)
Parameter: k
Question: Is it possible for M to reach a halting state in at most k steps?
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The first form of the Halting Problem is useful for studying the question:

“Is there ANY algorithm for my problem?”

The second form of the Halting Problem has proved useful for nearly 30
years in addressing the question:

“Is there an algorithm for my problem ... like the ones for
Sorting and Matrix Multiplication?”

The second form of the Halting Problem is trivially NP-complete, and es-
sentially defines the complexity class NP. For a concrete example of why it is
trivially NP-complete, consider the 3-Coloring problem for graphs, and no-
tice how easily it reduces to the P -Time NDTM Halting Problem. Given a
graph G for which 3-colorability is to be determined, we just create the following
nondeterministic algorithm:
Phase 1. (There are n lines of code here if G has n vertices.)
(1.1) Color vertex 1 one of the three colors nondeterministically.
(1.2) Color vertex 2 one of the three colors nondeterministically.
...

(1.n) Color vertex n one of the three colors nondeterministically.
Phase 2. Check to see if the coloring is proper and if so halt. Otherwise go into
an infinite loop.

It is easy to see that the above nondeterministic algorithm has the possibility
of halting in m steps (for a suitably padded Turing machine description of size
m) if and only if the graph G admits a 3-coloring. Reducing any other problem
Π ∈ NP to the P -Time NDTM Halting Problem is no more difficult than
taking an argument that the problem Π belongs to NP and modifying it slightly
to be a reduction to this form of the Halting Problem. It is in this sense that
the P -Time NDTM Halting Problem is essentially the defining problem for
NP .

The conjecture that P 6= NP is intuitively well-founded. The second form of
the Halting Problem would seem to require exponential time because there is
little we can do to analyze unstructured nondeterminism other than to exhaus-
tively explore the possible computation paths.

When the question is:

“Is there an algorithm for my problem ... like the one for Vertex
Cover?”

the third form of the Halting Problem anchors the discussion.
The third natural form of the Halting Problem is trivially solvable in time

O(nk) by exploring the n-branching, depth-k tree of possible computation paths
exhaustively. Our intuition here is essentially the same as for the second form
of the Halting Problem — that this cannot be improved. The third form of the
Halting Problem defines the parameterized complexity class W [1]. Thus W [1] is
strongly analogous to NP, and the conjecture that FPT 6= W [1] stands on much
the same intuitive grounds as the conjecture that P 6= NP . The appropriate
notion of problem reduction is as follows.
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Definition 6. A parametric transformation from a parameterized language L to
a parameterized language L′ is an algorithm that computes from input consisting
of a pair (x, k), a pair (x′, k′) such that:

1. (x, k) ∈ L if and only if (x′, k′) ∈ L′,
2. k′ = g(k) is a function only of k, and
3. the computation is accomplished in time f(k)nα, where n = |x|, α is a con-

stant independent of both n and k, and f is an arbitrary function.

Hardness for W [1] is the working criterion that a parameterized problem
is unlikely to be FPT. The k-Clique problem is W [1]-complete [DF98], and
often provides a convenient starting point for W [1]-hardness demonstrations.
This is the parameterized analog of Cook’s Theorem, that the third form of the
Halting Problem is FPT if and only if the k-Clique problem is FPT.

The main classes of parameterized problems are organized in the tower

P ⊆ lin(k) ⊆ poly(k) ⊆ FPT ⊆ M [1] ⊆ W [1] ⊆ M [2] ⊆ W [2] ⊆ · · ·W [P ] ⊆ XP

2.2 The W[t] Classes

Loosely speaking, the W-hierarchy captures the complexity of the quest for small
solutions for constant depth circuits by stepwise increasing the allowed weft. The
weft of a circuit is the maximum number of large gates (of unbounded fan-in)
on any input-output path of the circuit. More precisely, W[t] is characterized by
the complete problem asking for satisfying assignments of (Hamming-)weight k
for constant depth circuits of weft t. Here k is the parameter.

Historically, the W [t]-hierarchy was inspired by the observation that the pa-
rameterized reduction of Clique to the k-weighted satisfiability problem for
circuits produces circuits of weft 1 (and depth 2), while the reduction for Dom-
inating Set produces circuits of weft 2, and yet there seems to be no parame-
terized reduction from Dominating Set to Clique.

Let Γ be a set of circuits. The k-weighted satisfiability problem of Γ is the
problem WSat(Γ ):

Instance: A circuit C ∈ Γ and a natural k.
Parameter: k.
Problem: Is there an assignment of weight k satisfying C?

Here the weight of an assignment is the number of variables that it maps to 1.
W[t] contains all and only the parameterized problems that are for some d

fpt reducible to the weighted circuit satisfiability problem WSat(Ωt,d) where
Ωt,d is the set of Boolean circuits of weft t and depth at most d. W[P] is defined
similarly by WSat(Circ) where Circ is the set of Boolean circuits.

13



2.3 The M[t] Classes

There is an important class of parameterized problems seemingly intermediate
between FPT and W [1]:

FPT ⊆ M [1] ⊆ W [1]

There are two natural “routes” to M [1].
The renormalization route to M [1].
There are O∗(2O(k)) FPT algorithms for many parameterized problems, such as
Vertex Cover. In view of this, we can “renormalize” and define the problem:
k log n Vertex Cover
Input: A graph G on n vertices and an integer k; Parameter: k; Question:
Does G have a vertex cover of size at most k logn?

The FPT algorithm for the original Vertex Cover problem, parameterized
by the number of vertices in the vertex cover, allows us to place this new problem
in XP . It now makes sense to ask whether the k log n Vertex Cover problem
is also in FPT — or is it parametrically intractable? It turns out that k log n
Vertex Cover is M [1]-complete.
The miniaturization route to M [1].
We certainly know an algorithm to solve n-variable 3SAT in time O(2n). Con-
sider the following parameterized problem.
Mini-3SAT
Input: Positive integers k and n in unary, and a 3SAT expression E having at
most k log n variables; Parameter: k; Question: Is E satisfiable?

Using our exponential time algorithm for 3SAT, Mini-3SAT is in XP and we
can wonder where it belongs — is it in FPT or is it parametrically intractable?
This problem also turns out to be complete for M [1].

Dozens of renormalized FPT problems and miniaturized arbitrary problems
are now known to be M [1]-complete. However, what is known is quite problem-
specific. For example, one might expect Mini-Max Leaf to be M [1]-complete,
but all that is known presently is that it is M [1]-hard. It is not known to be
W [1]-hard, nor is it known to belong to W [1].

The following theorem would be interpreted by most people as indicating
that probably FPT 6= M [1]. (The theorem is essentially due to Cai and Juedes
[CJ01], making use of a result of Impagliazzo, Paturi and Zane [IPZ98].)

Theorem 2. FPT = M [1] if and only if n-variable 3SAT can be solved in time
2o(n).

M [1] supports convenient although unusual combinatorics. For example, one
of the problems that is M [1]-complete is the miniature of the Independent Set
problem defined as follows.
Mini-Independent Set
Input: Positive integers k and n in unary, a positive integer r ≤ n, and a graph
G having at most k log n vertices.

14



Parameter: k
Question: Does G have an independent set of size at least r?

Theorem 3. There is an FPT reduction from Mini-Independent Set to ordi-
nary parameterized Independent Set (parameterized by the number of vertices
in the independent set).

Proof. Let G = (V, E) be the miniature, for which we wish to determine whether
G has an independent set of size r. Here, of course, |V | ≤ k logn and we may
regard the vertices of G as organized in k blocks V1, ..., Vk of size log n. We
now employ a simple but useful counting trick that can be used when reducing
miniatures to “normal” parameterized problems. Our reduction is a Turing re-
duction, with one branch for each possible way of writing r as a sum of k terms,
r = r1 + · · · + rk, where each ri is bounded by logn. The reader can verify
that (log n)k is an FPT function, and thus that there are an allowed number of
branches. A branch represents a commitment to choose ri vertices from block Vi

(for each i) to be in the independent set.
We now produce (for a given branch of the Turing reduction) a graph G′

that has an independent set of size k if and only if the miniature G has an
independent set of size r, distributed as indicated by the commitment made
on that branch. The graph G′ consists of k cliques, together with some edges
between these cliques. The ith clique consists of vertices in 1:1 correspondence
with the subsets of Vi of size ri. An edge connects a vertex x in the ith clique
and a vertex y in the jth clique if and only if there is a vertex u in the subset
Sx ⊆ Vi represented by x, and a vertex v in the subset Sy ⊆ Vj represented by
y, such that uv ∈ E. Verification is straightforward.

The theorem above shows that M [1] is contained in W [1].
Cai and Juedes [CJ01] proved the following, opening up a broad program of

studying the optimality of FPT algorithms.

Theorem 4. If FPT 6= M [1] then there cannot be an FPT algorithm for the
general Vertex Cover problem with a parameter function of the form f(k) =
2o(k), and there cannot be an FPT algorithm for the Planar Vertex Cover

problem with a parameter function of the form f(k) = 2o(
√

k).

It has previously been known that Planar Dominating Set, parameter-
ized by the number n of vertices in the graph can be solved optimally in time
O∗(2O(

√
n)) by using the Lipton-Tarjan Planar Separator Theorem. Combining

the lower bound theorem of Cai-Juedes with the linear kernelization result of
Alber et al. [AFN02] shows that this cannot be improved to O∗(2o(

√
n)) unless

FPT = M [1].

2.4 An Example of a W [1]-hardness Reduction

We take as our example, how parameterized complexity can be used to study
the complexity of approximation. Approximation immediately concerns a fun-
damental parameter: k = 1/ε, the goodness of the approximation.
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To illustrate the issue, consider the following more-or-less random sample of
recent PTAS results:

– The PTAS for the Euclidean TSP due to Arora [Ar96] has a running time
of around O(n3000/ε). Thus for a 20% error, we have a “polynomial-time”
algorithm that runs in time O(n15000).

– The PTAS for the Multiple Knapsack problem due to Chekuri and Khanna
[CK00] has a running time of O(n12(log(1/ε)/ε8)). Thus for a 20% error we have
a polynomial-time algorithm that runs in time O(n9375000).

– The PTAS for the Minimum Cost Routing Spanning Tree problem due
to Wu, Lancia, Banfna, Chao, Ravi and Tang [WLBCRT98] has a running
time of O(n2d2/εe−2). For a 20% error, we thus have a running time of O(n18).

– The PTAS for the Unbounded Batch Scheduling problem due to Deng,
Feng, Zhang and Zhu [DFZZ01] has a running time of O(n5 log1+ε(1+(1/ε))).
Thus for a 20% error we have an O(n50) polynomial-time algorithm.

– The PTAS for Two-Vehicle Scheduling on a Path due to Karuno and
Nagamochi [KN01] has a running time of O(n8(1+(2/ε))); thus O(n88) for a
20% error.

– The PTAS for the Maximum Subforest Problem due to Shamir and
Tsur [ST98] has a running time of O(n221/ε−1). For a 20% error we thus
have a “polynomial” running time of O(n958267391).

– The PTAS for the Maximum Indendent Set problem on geometric graphs
due to Erlebach, Jansen and Seidel [EJS01] has a running time of
O(n(4/π)(1/ε2+2)2(1/ε2+1)2). Thus for a 20% error we have a running time of
O(n532804).

– The PTAS for the Class-Constrained Packing Problem due to Shachnai
and Tamir [ST00] has a running time (for 3 colors) of O(n64/ε+(log(1/ε)/ε8)).
Thus for a 20% error (for 3 colors) we have a running time of O(n1021570).

– The PTAS for the problem of Base Station Positioning in UMTS Net-
works due to Galota, Glasser, Reith and Vollmer [GGRV01] has a running
time of O(n25/ε2), and thus O(n627) time for a 20% error.

– The PTAS for the General Multiprocessor Job Scheduling Problem
due to Chen and Miranda [CM99] runs in time O(n(3mm!)(m/ε)+1

) for m ma-
chines. Thus for 4 machines with a 20% error we have an algorithm that runs
in time O(n100000000000000000000000000000000000000000000000000000000000000000000)
or so.

Since polynomial-time algorithms with exponent greater than 3 are generally
not very practical, the following question would seem to be important.

Can we get the k = 1/ε out of the exponent?

The following definition captures the essential issue.

Definition 7. An optimization problem Π has an efficient P -time approxima-
tion scheme (EPTAS) if it can be approximated to a goodness of (1+ε) of optimal
in time f(k)nc where c is a constant and k = 1/ε.
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In 1997, Arora gave an EPTAS for the Euclidean TSP [Ar97].
The following easy but important connection between parameterized com-

plexity and approximation was first proved by Bazgan [Baz95,CT97].

Theorem 5. Suppose that Πopt is an optimization problem, and that Πparam

is the corresponding parameterized problem, where the parameter is the value of
an optimal solution. Then Πparam is fixed-parameter tractable if Πopt has an
efficient PTAS.

Applying Bazgan’s Theorem is not necessarily difficult — we will sketch here
a recent example. Khanna and Motwani introduced three planar logic problems
in an interesting effort to give a general explanation of PTAS-approximability.
Their suggestion is that “hidden planar structure” in the logic of an optimization
problem is what allows PTASs to be developed [KM96]. They gave examples of
optimization problems known to have PTASs, problems having nothing to do
with graphs, that could nevertheless be reduced to these planar logic problems.
The PTASs for the planar logic problems thus “explain” the PTASs for these
other problems. Here is one of their three general planar logic optimization prob-
lems.
Planar TMIN
Input: A collection of Boolean formulas in sum-of-products form, with all literals
positive, where the associated bipartite graph is planar (this graph has a vertex
for each formula and a vertex for each variable, and an edge between two such
vertices if the variable occurs in the formula).
Output: A truth assignment of minimum weight (i.e., a minimum number of
variables set to true) that satisfies all the formulas.

The following theorem is from joint work with Cai, Juedes and Rosamond
[CFJR01].

Theorem 6. Planar TMIN is hard for W [1] and therefore does not have an
EPTAS unless FPT = W [1].

Proof. We show that Clique is parameterized reducible to Planar TMIN
with the parameter being the weight of a truth assignment. Since Clique is
W[1]-complete, it will follow that the parameterized form of Planar TMIN is
W[1]-hard.

To begin, let 〈G, k〉 be an instance of Clique. Assume that G has n vertices.
From G and k, we will construct a collection C of FOFs (sum-of-products for-
mulas) over f(k) blocks of n variables. C will contain at most 2f(k) FOFs and
the incidence graph of C will be planar. Moreover, each minterm in each FOF
will contain at most 4 variables. The collection C is constructed so that G has
a clique of size k if and only if C has a weight f(k) satisfying assignment with
exactly one variable set to true in each block of n variables. Here we have that
f(k) = O(k4).

To maintain planarity in the incidence graph for C, we ensure that each block
of n variables appears in at most 2 FOFs. If this condition is maintained, then
we can draw each block of n variables as follows.
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We describe the construction in two stages. In the first stage, we use k blocks
of n variables and a collection C′ of k(k−1)/2+k FOFs. In a weight k satisfying
assignment for C′, exactly one variable vi, j in each block of variables bi =
[vi,1, . . . , vi,n] will be set to true. We interpret this event as “vertex j is the ith
vertex in the clique of size k.” The k(k−1)/2+k FOFs are described as follows.

For each 1 ≤ i ≤ k, let fi be the FOF
n∨

j=1

vi,j. This FOF ensures that at least

one variable in bi is set to true. For each pair 1 ≤ i < j ≤ k, let fi,j be the FOF∨
(u,v)∈E

vi,uvj,v. Each FOF fi,j ensures that there is an edge in G between the

ith vertex the clique and the jth vertex in the clique.

It is somewhat straightforward to show that C′ = {f1, . . . , fk, f1,2, . . . , fk−1,k}
has a weight k satisfying assignment if and only if G has a clique of size k. To see
this, notice that any weight k satisfying assignment for C′ must satisfy exactly
1 variable in each block bi. Each first order formula fi,j ensures that there is
an edge between the ith vertex in the potential clique and the jth vertex in the
potential clique. Notice also that, since we assume that G does not contain edges
of the form (u, u), the FOF fi,j also ensures that the ith vertex in the potential
clique is not the jth vertex in the potential clique. This completes the first stage.

The incidence graph for the collection C′ in the first stage is almost certainly
not planar. In the second stage, we achieve planarity by removing crossovers in
incidence graph for C′. Here we use two types of widgets to remove crossovers
while keeping the number of variables per minterm bounded by 4. The first
widget Ak consists of k + k − 3 blocks of n variables and k − 2 FOFs. This
widget consists of k−3 internal and k external blocks of variables. Each external
block ei = [ei,1, . . . , ei,n] of variables is connected to exactly one FOF inside
the widget. Each internal block ij = [ij,1, . . . , ej,n] is connected to exactly two
FOFs inside the widget. The k − 2 FOFs are given as follows. The FOF fa,1

is
n∨

j=1

e1,je2,ji1,j. For each 2 ≤ l ≤ k − 3, the FOF fa,l =
∨n

j=1 il−1,jel+1,j il,j .

Finally, fa,k−2 =
n∨

j=1
ik−3,jek−1,jek,j. These k− 2 FOFs ensure that the settings

of variables in each block is the same if there is a weight 2k − 3 satisfying
assignment to the 2k− 3 blocks of n variables.

The widget Ak can be drawn as follows.
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Since each internal block is connected to exactly two FOFs, the incidence graph
for this widget can be drawn on the plane without crossing any edges.

The second widget removes crossover edges from the first stage of the con-
struction. In the first stage, crossovers can occur in the incidence graphs because
two FOFs may cross from one block to another. To eliminate this, consider each
edge i, j in Kk with i < j as a directed edge from i to j. In the construction,
we send a copy of block i to block j. At each crossover point from the direction
of block u = [u1, . . . , un] and v = [v1, . . . , vn], insert a widget B that introduces
2 new blocks of n variables u1 = [u11 . . .u1n ] and v1 = [v11 . . . v1n ] and a FOF

fB =
n∨

j=1

n∨
l=1

uju1jvlv1l . The FOF fB ensures that u1 and v1 are copies of u and

v. Moreover, notice that the incidence graph for the widget B is also planar.
To complete the construction, we replace each of the original k blocks of n

variables from the first stage with a copy of the widget Ak−1. At each crossover
point in the graph, we introduce a copy of widget B. Finally, for each directed
edge between blocks (i, j), we insert the original FOF fi,j between the last widget
B and the destination widget Ak−1. Since one of the new blocks of variables
created by the widget B is a copy of block i, the effect of the FOF fi,j in this
new collections is the same as before.

The following diagram shows the full construction when k = 5.

f1;2

f1;4 f2;4

f3;4

f2;3

f1;5

f2;5

f3;5

f4;5

B

B

B

BB

A5

A5 A5

A5A5

f1;3

f1 f2

f3

f4

f5

Since each the incidence graph of each widget in this drawing is planar, the entire
collection C of first order formulas has a planar incidence graph.

Now, if we assume that there are c(k) = O(k4) crossover points in standard
drawing of Kk, then our collection has c(k) B widgets. Since each B widget
introduces 2 new blocks of n variables, this gives 2c(k) new blocks. Since we
have k Ak−1 widgets, each of which has 2(k − 1) − 3 = 2k − 5 blocks of n
variables, this gives an additional k(2k−5) blocks. So, in total, our construction
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has f(k) = 2c(k) + 2k2 − 5k = O(k4) blocks of n variables. Note also that there
are g(k) = k(k − 1)/2 + k(k − 2) + c(k) = O(k4) FOFs in the collection C.

As shown in our construction C has a weight f(k) satisfying assignment (i.e.,
each block has exactly one variable set to true) if and only if the original graph G
has a clique of size k. Since the incidence graph of C is planar and each minterm
in each FOF contains at most four variables, it follows that this construction is
a parameterized reduction as claimed. ut

In a similar manner the other two planar logic problems defined by Khanna
and Motwani can also be shown to be W [1]-hard.

3 Recommended Books and Articles

Parameterized Complexity – R. Downey and M. Fellows, Springer, 1999.
Parameterized Complexity Theory – J. Flum and M. Grohe, Springer, 2006.
Invitation to Fixed Parameter Algorithms – R. Niedermeier, Oxford Univ. Press,
2006.
The Computer Journal, 2008, Numbers 1 and 3 – a double special issue of surveys
of various aspects and application areas of parameterized complexity.
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eters?

◮
D

o
es

n
ot

w
ork

for
D

om
in

atin
g

S
et.

W
h
y?

◮
Is

p
lan

arity
essen

tial?

◮
D

yn
am

ic
program

m
in

g.
D

o
es

M
S
O

L
h
elp

s
h
ere?

P
aram

eters

A
p
aram

eter
P

is
an

y
fu

n
ction

m
ap

p
in

g
grap

h
s

to
n
on

n
egative

in
tegers.

T
h
e

p
aram

eterized
prob

lem
asso

ciated
w

ith
P

asks,
for

som
e

fi
xed

k
,
w

h
eth

er
for

a
given

grap
h

G
,
P
(G
)≤

k
(for

m
in

im
ization

)
an

d
P
(G
)≥

k
(for

m
axim

ization
prob

lem
).

W
e

say

th
at

a
p
aram

eter
P

is
closed

u
n
d
er

takin
g

of
m

in
ors/con

traction
s

(or,
briefl

y,
m

in
or/con

traction
closed

)
if

for
every

grap
h

H
,
H
�

G

/
H
�

c
G

im
p
lies

th
at

P
(H

)≤
P
(G
).

E
x
a
m
p
l
e
s

o
f

pa
r
a
m
e
t
e
r
s:

k
-V

e
r
t
e
x

C
o
v
e
r

A
vertex

cover
C

of
a

grap
h

G
,
v
c(G

),
is

a
set

of
vertices

su
ch

th
at

every
ed

ge
of

G
h
as

at
least

on
e

en
d
p
oin

t
in

C
.

T
h
e

k
-V

e
r
t
e
x

C
o
v
e
r

prob
lem

is
to

d
ecid

e,
given

a

grap
h

G
an

d
a

p
ositive

in
teger

k
,
w

h
eth

er
G

h
as

a
vertex

cover
of

size
k
.



k
-V

e
r
t
e
x

C
o
v
e
r

k
-V

e
r
t
e
x

C
o
v
e
r

is
closed

u
n
d
er

takin
g

m
in

ors.

E
x
a
m
p
l
e
s

o
f

pa
r
a
m
e
t
e
r
s:

k
-D

o
m
in

a
t
in

g
se

t

A
d
om

in
atin

g
set

D
of

a
grap

h
G

is
a

set
of

vertices
su

ch

th
at

every
vertex

ou
tsid

e
D

is
ad

jacen
t

to
a

vertex
of

D
.

T
h
e

k
-D

o
m
in

a
t
in

g
S
e
t

prob
lem

is
to

d
ecid

e,
given

a

grap
h

G
an

d
a

p
ositive

in
teger

k
,
w

h
eth

er
G

h
as

a

d
om

in
atin

g
set

of
size

k
.

k
-D

o
m
in

a
t
in

g
se

t

k
-D

o
m
in

a
t
in

g
se

t
is

n
ot

closed
u
n
d
er

takin
g

m
in

ors.
H

ow
ever,

it
is

closed
u
n
d
er

con
traction

of
ed

ges.

(N
ot

exactly
related

to
this

tutorial
but

w
orth

to
b
e

m
entioned)

B
y

R
ob

ertson
-S

eym
ou

r
th

eory,
every

m
in

or
closed

p
aram

eter

prob
lem

is
F
P
T

.



S
ub

exp
onential

algorithm
s

on
planar

graphs:
W

hat
is

the

m
ain

idea?

D
ynam

ic
program

m
ing

and
G

rid
T

heorem

M
eta

conditions

(A
)

F
or

every
grap

h
G
∈
G
,

b
w
(G
)≤

α· √
P
(G
)
+

O
(1)

(B
)

F
or

every
grap

h
G
∈
G

an
d

given
a

bran
ch

d
ecom

p
osition

(T
,µ)

of
G

,
th

e
valu

e
of

P
(G
)

can
b
e

com
p
u
ted

in

f(b
w
(T

,µ))·n
O

(1
)

step
s.

A
lgorithm

(A
)

F
or

every
grap

h
G
∈
G
,

b
w
(G
)≤

α· √
P
(G
)
+

O
(1)

(B
)

F
or

every
grap

h
G
∈
G

an
d

given
a

bran
ch

d
ecom

p
osition

(T
,µ)

of
G

,
th

e
valu

e
of

P
(G
)

can
b
e

com
p
u
ted

in

f(b
w
(T

,µ))·n
O

(1
)

step
s.

If
b
w
(T

,µ)
>

α· √
k
,
th

en
by

(A
)

th
e

an
sw

er
is

clear

E
lse,

by
(B

),
P
(G
)

can
b
e

com
p
u
ted

in
f(α· √

k)·n
O

(1
)

step
s.

W
h
en

f(k)
=
2

O
(k

),
th

e
ru

n
n
in

g
tim

e
is
2

O
( √

k
)·

n
O

(1
)

T
his

tutorial:

(A
)

F
or

every
grap

h
G
∈
G
,

b
w
(G
)≤

α· √
P
(G
)
+

O
(1)

(B
)

F
or

every
grap

h
G
∈
G

an
d

given
a

bran
ch

d
ecom

p
osition

(T
,µ)

of
G

,
th

e
valu

e
of

P
(G
)

can
b
e

com
p
u
ted

in

f(b
w
(T

,µ))·n
O

(1
)

step
s

◮
H

ow
to

prove
(A

)

◮
H

ow
to

d
o

(B
)



C
om

binatorial
b
ounds:

B
idim

ensionality
and

excluding
a

grid
as

a
m

inor

R
em

inder

T
heorem

(R
ob

ertson,
S
eym

our
&

T
hom

as,
1994)

L
et

ℓ≥
1

b
e

an
in

teger.
E
very

p
lan

ar
grap

h
of

bran
ch

w
id

th≥
ℓ

con
tain

s
an

(ℓ/4×
ℓ/4)-grid

as
a

m
in

or.

P
l
a
n
a
r

k
-V

e
r
t
e
x

C
o
v
e
r

H
r
,r

for
r
=
10

P
l
a
n
a
r

k
-V

e
r
t
e
x

C
o
v
e
r

vc(H
r
,r )≥

r
22



P
l
a
n
a
r

k
-V

e
r
t
e
x

C
o
v
e
r

L
et

G
b
e

a
p
lan

ar
grap

h
of

bran
ch

w
id

th≥
ℓ

P
l
a
n
a
r

k
-V

e
r
t
e
x

C
o
v
e
r

L
et

G
b
e

a
p
lan

ar
grap

h
of

bran
ch

w
id

th≥
ℓ

=⇒
G

con
tain

s
an

(ℓ/4×
ℓ/4)-grid

H
as

a
m

in
or

P
l
a
n
a
r

k
-V

e
r
t
e
x

C
o
v
e
r

L
et

G
b
e

a
p
lan

ar
grap

h
of

bran
ch

w
id

th≥
ℓ

=⇒
G

con
tain

s
an

(ℓ/4×
ℓ/4)-grid

H
as

a
m

in
or

T
h
e

size
of

an
y

vertex
cover

of
H

is
at

least
ℓ
2/32.

S
in

ce
H

is
a

m
in

or
of

G
,
th

e
size

of
an

y
vertex

cover
of

G
is

at
least

ℓ
2/32.

P
l
a
n
a
r

k
-V

e
r
t
e
x

C
o
v
e
r

L
et

G
b
e

a
p
lan

ar
grap

h
of

bran
ch

w
id

th≥
ℓ

=⇒
G

con
tain

s
an

(ℓ/4×
ℓ/4)-grid

H
as

a
m

in
or

T
h
e

size
of

an
y

vertex
cover

of
H

is
at

least
ℓ
2/32.

S
in

ce
H

is
a

m
in

or
of

G
,
th

e
size

of
an

y
vertex

cover
of

G
is

at
least

ℓ
2/32.

C
on

clu
sion

:
P
rop

erty
(A

)
h
old

s
for

α
=
4 √

2,
i.e.

b
w
(G
)≤

4 √
2 √

vc(G
).



P
l
a
n
a
r

k
-V

e
r
t
e
x

C
o
v
e
r

D
orn

,
2006:

given
a

bran
ch

d
ecom

p
osition

of
G

of
w

id
th

ℓ,
th

e

m
in

im
u
m

vertex
cover

of
G

can
b
e

com
p
u
ted

in
tim

e

f(ℓ)n
=
2

ω2
ℓn

,
w

h
ere

ω
is

th
e

fast
m

atrix
m

u
ltip

lication
con

stan
t.

P
l
a
n
a
r

k
-V

e
r
t
e
x

C
o
v
e
r
:

P
u
t
t
in

g
t
h
in

g
s

t
o
g
e
t
h
e
r

◮
U

se
S
eym

ou
r-T

h
om

as
algorith

m
to

com
p
u
te

a
bran

ch
w

id
th

of

a
p
lan

ar
grap

h
G

in
tim

e
O
(n

3)

◮
If

b
w
(G
)≥

4 √
k

√
2

,
th

en
G

h
as

n
o

vertex
cover

of
size

k

◮
O

th
erw

ise,
com

p
u
te

vertex
cover

in
tim

e

O
(2

2
ω √

k
√

2
n)

=
O
(2

3
.5

6 √
kn)

◮
T
otal

ru
n
n
in

g
tim

e
O
(n

3
+
2
3
.5

6 √
kn)

P
l
a
n
a
r

k
-V

e
r
t
e
x

C
o
v
e
r
:

K
e
r
n
e
l
iz

a
t
io

n
n
e
v
e
r

h
u
r
t
s

◮
F
in

d
a

kern
el

of
size

O
(k)

in
tim

e
n

3
/
2

(u
se

F
ellow

s
et

al.

crow
n

d
ecom

p
osition

m
eth

o
d
)

◮
U

se
S
eym

ou
r-T

h
om

as
algorith

m
to

com
p
u
te

a
bran

ch
w

id
th

of

th
e

red
u
ced

p
lan

ar
grap

h
G

in
tim

e
O
(k

3)

◮
If

b
w
(G
)≥

4 √
k

√
2

,
th

en
G

h
as

n
o

vertex
cover

of
size

k

◮
O

th
erw

ise,
com

p
u
te

vertex
cover

in
tim

e

O
(2

2
ω √

k
√

2
k)
=

O
(2

3
.5

6 √
kk)

◮
T
otal

ru
n
n
in

g
tim

e
O
(n

3
/
2
+
2
3
.5

6 √
kk)

k
-F

e
e
d
b
a
c
k

V
e
r
t
e
x

S
e
t



k
-F

e
e
d
b
a
c
k

V
e
r
t
e
x

S
e
t

fvc(H
r
,r )≥

r
24

k
-F

e
e
d
b
a
c
k

V
e
r
t
e
x

S
e
t

◮
If

b
w
(G
)≥

r,
th

en
G
≥

m
H

r4
,
r4

◮
fv

s
is

m
in

or-closed
,
th

erefore
fv

s(G
)≥

fv
s(H

r4
,
r4 )≥

r
2

6
4

w
e

h
ave

th
at

b
w
(G
)≤

8· √
fv

s(G
)

k
-F

e
e
d
b
a
c
k

V
e
r
t
e
x

S
e
t

◮
If

b
w
(G
)≥

r,
th

en
G
≥

m
H

r4
,
r4

◮
fv

s
is

m
in

or-closed
,
th

erefore
fv

s(G
)≥

fv
s(H

r4
,
r4 )≥

r
2

6
4

w
e

h
ave

th
at

b
w
(G
)≤

8· √
fv

s(G
)

th
erefore,

for
p
-V

e
r
t
e
x

F
e
e
d
b
a
c
k

S
e
t
,
f(k)

=
O
( √

k)

k
-F

e
e
d
b
a
c
k

V
e
r
t
e
x

S
e
t

◮
If

b
w
(G
)≥

r,
th

en
G
≥

m
H

r4
,
r4

◮
fv

s
is

m
in

or-closed
,
th

erefore
fv

s(G
)≥

fv
s(H

r4
,
r4 )≥

r
2

6
4

w
e

h
ave

th
at

b
w
(G
)≤

8· √
fv

s(G
)

th
erefore,

for
p
-V

e
r
t
e
x

F
e
e
d
b
a
c
k

S
e
t
,
f(k)

=
O
( √

k)

C
on

clu
sion

:

p
-V

e
r
t
e
x

F
e
e
d
b
a
c
k

S
e
t

h
as

a
2

O
(lo

g
k· √

k
)·O

( n)
step

algorith
m

.



P
l
a
n
a
r

k
-D

o
m
in

a
t
in

g
S
e
t

C
an

w
e

pro
ceed

by
th

e
sam

e
argu

m
en

ts
w

ith
P
l
a
n
a
r

k
-D

o
m
in

a
t
in

g
S
e
t
?

P
l
a
n
a
r

k
-D

o
m
in

a
t
in

g
S
e
t

C
an

w
e

pro
ceed

by
th

e
sam

e
argu

m
en

ts
w

ith
P
l
a
n
a
r

k
-D

o
m
in

a
t
in

g
S
e
t
?

O
op

s!
H

ere
is

a
prob

lem
!

D
om

in
atin

g
set

is
n
ot

m
in

or
closed

!

P
l
a
n
a
r

k
-D

o
m
in

a
t
in

g
S
e
t

C
an

w
e

pro
ceed

by
th

e
sam

e
argu

m
en

ts
w

ith
P
l
a
n
a
r

k
-D

o
m
in

a
t
in

g
S
e
t
?

O
op

s!
H

ere
is

a
prob

lem
!

D
om

in
atin

g
set

is
n
ot

m
in

or
closed

!

H
ow

ever,
d
om

in
atin

g
set

is
closed

u
n
d
er

con
traction

P
l
a
n
a
r

k
-D

o
m
in

a
t
in

g
S
e
t

H
r
,r

for
r
=
10



P
l
a
n
a
r

k
-D

o
m
in

a
t
in

g
S
e
t

a
p
artial

trian
gu

lation
of

H
1
0
,1

0

P
l
a
n
a
r

k
-D

o
m
in

a
t
in

g
S
e
t

E
very

in
n
er

vertex
of

p
.t.

grid
H̃

r
,r

d
om

in
ates

at
m

ost
9

vertices.
T

h
u
s

d
s(H̃

r
,r )≥

(r−
2
)
2

9
.

P
l
a
n
a
r

k
-D

o
m
in

a
t
in

g
S
e
t

◮
B

y
R
S
T

-T
h
eorem

,
a

p
lan

ar
grap

h
G

of
bran

ch
w

id
th≥

ℓ
can

b
e

con
tracted

to
a

p
artially

trian
gu

lated
(ℓ/4×

ℓ/4)-grid

◮
S
in

ce
d
om

in
atin

g
set

is
closed

u
n
d
er

con
traction

,
w
e

can

m
ake

th
e

follow
in

g

C
on

clu
sion

:
P
rop

erty
(A

)
h
old

s
for

α
=
12,

i.e.

b
w
(G
)≤

12 √
d
s(G

).

P
l
a
n
a
r

k
-D

o
m
in

a
t
in

g
S
e
t

◮
B

y
R
S
T

-T
h
eorem

,
a

p
lan

ar
grap

h
G

of
bran

ch
w

id
th≥

ℓ
can

b
e

con
tracted

to
a

p
artially

trian
gu

lated
(ℓ/4×

ℓ/4)-grid

◮
S
in

ce
d
om

in
atin

g
set

is
closed

u
n
d
er

con
traction

,
w
e

con
clu

d
e

th
at

P
l
a
n
a
r

k
-D

o
m
in

a
t
in

g
S
e
t

also
satisfi

es
prop

erty
(A

)

w
ith

α
=
12.

◮
D

orn
,
2006,

sh
ow

th
at

for
k
-D

o
m
in

a
t
in

g
S
e
t

in
(B

),
on

e

can
ch

o
ose

f(ℓ)
=
3

ω2
ℓ,

w
h
ere

ω
is

th
e

fast
m

atrix

m
u
ltip

lication
con

stan
t.



P
l
a
n
a
r

k
-D

o
m
in

a
t
in

g
S
e
t

◮
B

y
R
S
T

-T
h
eorem

,
a

p
lan

ar
grap

h
G

of
bran

ch
w

id
th≥

ℓ
can

b
e

con
tracted

to
a

p
artially

trian
gu

lated
(ℓ/4×

ℓ/4)-grid

◮
S
in

ce
d
om

in
atin

g
set

is
closed

u
n
d
er

con
traction

,
w
e

con
clu

d
e

th
at

P
l
a
n
a
r

k
-D

o
m
in

a
t
in

g
S
e
t

also
satisfi

es
prop

erty
(A

)

w
ith

α
=
12.

◮
D

orn
,
2006,

sh
ow

th
at

for
k
-D

o
m
in

a
t
in

g
S
e
t

in
(B

),
on

e

can
ch

o
ose

f(ℓ)
=
3

ω2
ℓ,

w
h
ere

ω
is

th
e

fast
m

atrix

m
u
ltip

lication
con

stan
t.

◮
C
on

clu
sion

:
P
l
a
n
a
r

k
-D

o
m
in

a
t
in

g
S
e
t

can
b
e

solved
in

tim
e

O
(n

3
+
2
2
2
.6 √

kn)

B
idim

ensionality:
T

he
m

ain
idea

If
th

e
grap

h
p
aram

eter
is

closed
u
n
d
er

takin
g

m
in

ors
or

con
traction

s,
th

e
on

ly
th

in
g

n
eed

ed
for

th
e

pro
of

bran
ch

w
id

th
/p

aram
eter

b
ou

n
d

is
to

u
n
d
erstan

d
h
ow

th
is

p
aram

eter

b
eh

aves
on

a
(p

artially
trian

gu
lated

)
grid

.

B
idim

ensionality:
D

em
aine,

F
F
,
H

ajiaghayi,
T

hilikos,
2005

D
efi
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A
p
aram

eter
P
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m
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b
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im
en
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w
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d
en

sity
δ
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P
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closed

u
n
d
er
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g
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in
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an
d

2.
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e
(r×

r)-grid
R

,
P
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2
+
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B
idim
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D

em
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F
F
,
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T
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D
efi
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p
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con
traction

b
id
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en
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al
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d
en

sity
δ
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P
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u
n
d
er

con
traction
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2.
for

an
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p
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gu

lated
(r×
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R

,

P
(R
)
=
(δ

R
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2
+
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R
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2),
an

d

3.
δ

is
th

e
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allest
δ
R

am
on

g
all

p
aritally

trian
gu

lated

(r×
r)-grid
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m
a
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P

is
a

b
id

im
en

sion
al

p
aram

eter
w

ith
d
en

sity
δ

th
en

P
satisfi

es

prop
erty

(A
)

for
α
=
4/δ,

on
p
lan

ar
grap

h
s.

P
ro

of.

L
et

R
b
e

an
(r×

r)-grid
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P
(R
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R
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2.

If
G

con
tain

s
R
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a

m
in

or,
th

en
b
w
(G
)≤

4
r≤

4/δ √
P
(G
).

E
xam

ples
of
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ensional
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V
ertex

cover

D
om

in
atin

g
S
et

In
d
ep

en
d
en

t
S
et

(k
,r)-cen

ter

F
eed

b
ack

V
ertex

S
et

M
in

im
u
m

M
axim

al
M

atch
in

g

P
lan

ar
G

rap
h

T
S
P

L
on

gest
P
ath
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H
ow

to
extend

bidim
ensionality

to
m

ore
general

graph

classes?

◮
W

e
n
eed

exclu
d
in

g
grid

th
eorem

s
(su

ffi
cien

t
for

m
in

or
closed

p
aram

eters)

◮
F
or

con
traction

closed
p
aram

eters
w
e

h
ave

to
b
e

m
ore
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l

B
ounded
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D
em

aine,
F
F
,
H
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T
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heorem

If
G

is
a
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h
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u
s
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m

ost
γ

w
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bran
ch

w
id

th
m
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G
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a
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in
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w
e
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W
h
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t
m
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gen
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◮
H

ow
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d
efi

n
e

b
id

im
en

sion
ality

for
n
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-p
lan

ar
grap

h
s?

T
h
e

grid
-m

in
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d
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g
th

eorem
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ear

b
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n
d
s

for
H

-m
in

or

free
grap

h
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T
heorem

(D
em

aine
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H
ajiaghayi,

2008)

T
h
ere
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a

fu
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→
N

su
ch

th
at

for
every

grap
h

G

exclu
d
in

g
a

fi
xed

h
-vertex

grap
h

H
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a
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th
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in

g
h
old

s:

◮
if

b
w
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th
en
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F
or
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in
or-closed

grap
h
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p
aram
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b
id

im
en
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=
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W
h
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e

d
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Γ
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Π
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Γ
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T
h
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d
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g
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b
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n
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H

-m
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or

free
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G
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T
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su
ch

th
at

for
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h

G
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d
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con
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h
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◮
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Π
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.
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con
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a
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b
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con
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en
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b
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∃
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b
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b
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=
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=
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b
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con
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d
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b
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b
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m
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p
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d
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E
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G
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t
b
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=
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.
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S
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heorem

(D
ragan,

F
F
,
G
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D
ecid

in
g

if
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p
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ar
grap

h
G

h
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t-sp
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n
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m
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L
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b
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F
or
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k
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d
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th
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n
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m
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b
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B
A
Y
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S
H
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A
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A
R
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B
A
Y
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S
H

I)
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roblem

)

In
stan

ce:
P
lanar

graph
G
and

and
a
subset

S
⊆
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◮
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a
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w

h
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of
th

e
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in
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ove
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o
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n
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.
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h
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n
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d
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n
d

v
.)

◮
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e
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en
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e

bran
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w
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e
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h
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T
o

prove
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h
as

to

lo
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!
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eter
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)
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in
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(con
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)
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)

can
b
e
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u
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in
f(b

w
(G
))·n
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th
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a
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( √
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O
( 1

)
step
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g

w
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H
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free
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h
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e
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ou
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ction
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D
ynam

ic
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m
ing
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D
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program

m
ing
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decom
p
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◮
W

e
ro

ot
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e
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T
of
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e

bran
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d
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p
osition
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◮
W

e
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n
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a
p
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tion
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each
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an

ed
ge

e
of

T

◮
W

e
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p
u
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all
p
artial

solu
tion

s
b
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-u
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sin

g
th

e
p
artial

solu
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s
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d
in

g
to

th
e
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ild

ren
ed

ges).
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h
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if
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d
ecom

p
osition
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w
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th
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ost
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D
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◮
W

e
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e
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T
of

th
e

bran
ch

d
ecom

p
osition
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,τ),

◮
W

e
d
efi

n
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a
p
artial
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tion

for
each
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an

ed
ge

e
of

T

◮
W

e
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p
u
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b
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-u
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sin

g
th

e
p
artial
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s
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d
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g
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th
e
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ren
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ges).

T
h
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w
e

h
ave

a
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d
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w
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f( ℓ)
d
ep

en
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n
u
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b
er
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o
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n
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n
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c
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c
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c
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c
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r
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( √
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1 Introduction

The aim of exact algorithms is to exactly solve NP-hard problems in the smallest possible
(exponential) worst-case running time. This field dates back to the sixties and seventies,
and it has started to attract a growing interest in the last two decades. There are several
explanations to the increasing interest in exact algorithms:

• There are certain applications that require exact solutions of NP-hard problems, al-
though this might only be possible for moderate input sizes. This holds in particular
for NP-complete decision problems.

• Approximation algorithms are not always satisfactory. Various problems are hard to
approximate. For example, maximum independent set is hard to approximate within
O(n1−ε), for any constant ε > 0, unless P = NP [25].

• A reduction of the base of the exponential running time, say from O(2n) to O(1.9n),
increases the size of the instances solvable within a given amount of time by a constant
multiplicative factor; running a given exponential algorithm on a faster computer can
enlarge the mentioned size only by a (small) additive factor.

• The design and analysis of exact algorithms leads to a better understanding of NP-hard
problems and initiates interesting new combinatorial and algorithmic challenges.

1.1 Branch & Reduce algorithms

One of the major techniques in the design of exact algorithms is Branch & Reduce, which
traces back to the paper of Davis and Putnam [5] (see also [4]). A typical Branch & Reduce
algorithm for a given problem P works as follows. If P is a base instance, the problems is solved
directly in polynomial time. Otherwise the algorithm transforms the problem by applying a
set of polynomial-time reduction rules. Then it branches, in polynomial-time, on two or more
subproblems P1, . . . ,Ph, according to a proper set of branching rules. Such subproblems are
solved recursively, and the partial solutions obtained are eventually combined, in polynomial
time, to get a solution for P.

∗Dipartimento di Informatica, Sistemi e Produzione, Università di Roma Tor Vergata, via del Politecnico
1, 00133 Roma, Italy, grandoni@disp.uniroma2.it.
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Branch & Reduce algorithms are usually analyzed with the bounded search tree technique.
Suppose we wish to find a time bound for a problem of size n. Assume that the depth of the
search tree is polynomially bounded (which is trivially true in most cases). It is sufficient to
bound the maximum number P (n) of base instances generated by the algorithm: the running
time will be O∗(P (n))1. If P is a base instance, trivially P (n) = 1. Otherwise, consider a
possible branching step b, generating subproblems Pb

1, . . . ,Pb
h(b), and let n − δb

j < n be the
size of subproblem Pb

j . The vector δb = (δb
1, . . . , δ

b
h(b)) is sometimes called branching vector.

It follows that

P (n) ≤
h(b)∑
j=1

P (n− δb
j).

Consider function

f b(x) = 1−
h(b)∑
j=1

x−δb
j .

This function has a unique positive root λb = bf(δb) (branching factor of δb). Branching
factors can be easily computed numerically (see Appendix A). It turns out that P (n) ≤ λn,
where λ = maxb{λb}.

We say that a branching vector δ dominates a branching vector δ′ if δ ≤ δ′, i.e. δ is
component-wise not larger than δ′. It is not hard to see that, when δ ≤ δ′, bf(δ) ≥ bf(δ′).
Hence, with respect to the running time analysis, it is sufficient to consider a dominating set
of branching vectors. In other words, each time we replace the branching vector of a feasible
branching with a branching vector dominating it, we obtain a pessimistic estimate of the
running time. These properties will be extensively used in these notes.

1.2 Measure & Conquer

Branch & Reduce algorithms have been used for more than 40 years to solve NP-hard prob-
lems. The fastest known such algorithms are often very complicated. Typically, they consist
of a long list of non-trivial branching and reduction rules, and are designed by means of a
long and tedious case distinction. Despite that, the analytical tools available are still far from
producing tight worst-case running time bounds for this kind of algorithms.

In these notes we present an improved analytical tool, that we called Measure & Conquer.
In the standard analysis, n is both the measure used in the analysis and the quantity in
terms of which the final time bound is expressed. However, one is free to use any, possibly
sophisticated, measure m in the analysis, provided that m ≤ f(n) for some known function
f . This way, one achieves a time bound of the kind O∗(λm) = O∗(λf(n)), which is in the
desired form. The idea behind Measure & Conquer is focusing on the choice of the measure.
In fact, a more sophisticated measure may capture phenomena which standard measures are
not able to exploit, and hence lead to a tighter analysis of a given algorithm.

We apply Measure & Conquer to a toy algorithm mis for MIS. According to a standard
analysis, the running time of this algorithm is O∗(1.33n). Thanks to a better measure, we
prove that the same algorithm has indeed running time O∗(1.26n). This result shows that
a good choice of the measure can have a tremendous impact on the time bounds achievable,

1Throughout this paper we use a modified big-Oh notation that suppresses all polynomially bounded factors.
For functions f and g we write f(n) = O∗(g(n)) if f(n) = O(g(n)poly(n)), where poly(n) is a polynomial.
Also while speaking about graph problems, we use n to denote the number of nodes in the graph.
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comparable to the impact of improved branching and reduction rules. Hence, finding a good
measure should be at first concern when designing Branch & Reduce algorithms.

2 The Maximum Independent Set Problem

Let G = (V,E) be an n-node undirected, simple graph without loops. Sometimes, we also
use V (G) for V and E(G) for E. The (open) neighborhood of a node v is denoted by N(v) =
{u ∈ V : uv ∈ E}, and its closed neighborhood by N [v] = N(v) ∪ {v}. We let d(v) = |N(v)|
be the degree of v. By Nx(v) we denote the set of nodes at distance x from v. In particular,
N1(v) = N(v). Given a subset V ′ of nodes, G[V ′] is the graph induced by V ′, and G− V ′ =
G[V \ V ′]. We use G− v for G− {v}.

A set S ⊆ V is called an independent set for G if the nodes of S are pairwise non adjacent.
The independence number α(G) of a graph G is the maximum cardinality of an independent
set of G. The maximum independent set problem (MIS) asks to determine α(G).

Suppose that the considered algorithm, at a given branching or reduction step, decides
that a node v belongs or does not belong to the optimum solution. In the first case we say
that v is selected, and otherwise discarded.

Let us describe some simple properties of maximum independent sets.

Lemma 1 Let G be a graph with a connected component C ⊂ G. Then

α(G) = α(C) + α(G − C).

Lemma 2 Let G be a graph and v and w two nodes of G with N [w] ⊆ N [v] (w dominates
v), then

α(G) = α(G − v).

Lemma 3 Let G be a graph and v any node of G. Then there exists a maximum independent
set either containing v or at least two of its neighbors N(v).

Exercise 1 Prove Lemmas 1, 2, and 3.

We will use the following folding operation, which is a special case of the struction oper-
ation defined in [6], and which was introduced in the context of exact algorithm for MIS in
[1, 3]. A node v is foldable if N(v) = {u1, u2, . . . , ud(v)} contains no anti-triangle2. Folding a
given foldable node v of G is the process of transforming G into a new graph Gv by:

(1) adding a new node uij for each anti-edge uiuj in N(v);

(2) adding edges between each uij and the nodes in N(ui) ∪N(uj) \N [v];

(3) adding one edge between each pair of new nodes;

(4) removing N [v].

Note that nodes of degree at most two are always foldable. Examples of folding are given in
Figure 1. The following simple property holds.

2An anti-triangle is a triple of nodes which are pairwise not adjacent. Similarly, an anti-edge is a pair of
non-adjacent nodes.
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Figure 1 Examples of folding.

v

u w

a b c

⇒ uw

a b c

v

u w z

a b c d

⇒ uz wz

a b c d

Lemma 4 Consider a graph G, and let Gv be the graph obtained by folding a foldable node
v. Then

α(G) = 1 + α(Gv).

Exercise 2 Prove Lemma 4. Hint: use Lemma 3

We eventually introduce the following useful notion of mirror defined in [11, 13]. Given
a node v, a mirror of v is a node u ∈ N2(v) such that N(v) \ N(u) is a (possibly empty)
clique. We denote by M(v) the set of mirrors of v. Examples of mirrors are given in Figure 2.
Intuitively, when we discard a node v, we can discard its mirrors as well without modifying

Figure 2 Example of mirrors: u is a mirror of v.

v

u

v

u

v

u

v

u

the maximum independent set size. This intuition is formalized in the following lemma.

Lemma 5 For any graph G and for any node v of G,

α(G) = max{α(G − v −M(v)), 1 + α(G−N [v])}.

Exercise 3 Prove Lemma 5. Hint: use Lemma 3

3 A Simple MIS Algorithm

In this section we describe a toy algorithm mis for MIS, and show that its running time is
O∗(1.33n) via a standard analysis. Algorithm mis is described in Figure 3. When the graph
is empty (base case) the algorithm simply returns 0. Otherwise it applies, when possible, the
Folding Lemma 4 to a node v of degree at most 2, considering nodes of smaller degree first
in case of ties:

mis(G) = 1 + mis(Gv).

As a last choice, the algorithm greedily takes a node v of maximum degree, and branches by
either discarding v or selecting v (and discarding its neighbors)

mis(G) = max{mis(G− v), 1 + mis(G−N [v])}.

Theorem 1 Algorithm mis solves MIS in O∗(1.33n) time.
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Figure 3 Algorithm mis for the maximum independent set problem.

int mis(G) {
if (G = ∅) return 0; //Base case
//Folding
Take v of minimum degree
if (d(v) ≤ 2) return 1 + mis(Gv);
//“Greedy” branching
Take v of maximum degree;
return max{ mis(G− v), 1 + mis(G−N [v]) };

}

Proof. Let P (n) be the number of base instances generated by the algorithm to solve
an instance of size n. The depth of the recursion is O(n) since in each step the number of
nodes decreases at least by one. Moreover, the algorithm takes polynomial time, excluding
the time needed for the recursive calls. It follows that the running time of the algorithm is
O(P (n)nO(1)) = O∗(P (n)).

We next show by induction that P (n) ≤ λn for λ < 1.33. In the base case n = 0 and
P (0) = 1 ≤ λ0 for every λ > 0. When the algorithm folds a node, the number of nodes
decreases at least by one. Hence, for every λ ≥ 1,

P (n) ≤ P (n− 1) ≤ λn−1 ≤ λn.

When the algorithm branches at a node v with d(v) ≥ 4, in one subproblem it removes 1
node (i.e. v), and in the other it removes 1 + d(v) ≥ 5 nodes (i.e. N [v]). Let λ1 = bf(1, 5) =
1.32 . . . < 1.33 be the positive root of 1− x−1 − x−5. For λ ≥ λ1 we obtain

P (n) ≤ P (n− 1) + P (n− 5) ≤ λn−1 + λn−5 ≤ λn.

Otherwise, the algorithm branches at a node v of degree exactly 3, hence removing either
1 or 4 nodes. However, in the first case a node of degree 2 is folded afterwards, with the
removal of at least 2 more nodes. Let λ2 = bf(3, 4) = 1.22 . . . < 1.23 be the positive root of
1− x−3 − x−4. For λ ≥ λ2,

P (n) ≤ P (n− 3) + P (n− 4) ≤ λn−3 + λn−4 ≤ λn.

The claim follows. �
The time bound above is the best one can achieve via a standard analysis. We will see how
a non-standard analysis can provide much better time bounds.

4 A Refined Analysis via Measure & Conquer

The classical approach to improve on mis would be designing refined branching and reduction
rules. In particular, one tries to improve on the tight recurrences. We next show how to get
a much better time bound thanks to a better measure of subproblems size (without changing

5



Figure 4 Case analysis of folding for m = n≥3.

d(u) d(w) d(uw) m′

2 2 2 m
2 ≥ 3 ≥ 3 m− 1 + 1
≥ 3 ≥ 3 ≥ 4 m− 2 + 1

the algorithm!). We will start by introducing in Section 4.1 an alternative, simple, measure.
This measure does not immediately give a better time bound, but it will be a good starting
point to define a really better measure.

4.1 An Alternative Measure

Nodes of degree at most 2 can be removed without branching. Hence they do not really
contribute to the size of the problem. For example, if the maximum degree is 2, then mis
solves the problem in polynomial time! In view of that, let us define the size of the problem
to be number of nodes of degree at least 3.

More formally, let ni denote the number of nodes of degree i, and n≥i =
∑

j≥i nj. We
define the size of the problem to be m = n≥3 (rather than m = n). We remark that, since
m = n≥3 ≤ n, if we prove a running time bound of type O∗(λm), we immediately get a O∗(λn)
time bound.

Let us give an alternative proof of Theorem 1.
Proof. (Theorem 1) Let us define G a base instance if the maximum degree in G is 2
(which implies m = n≥3 = 0). Let moreover P (m) be the number of base instances generated
by the algorithm to solve an instance of size m. By the usual argument the running time is
O∗(P (m)). We prove by induction that P (m) ≤ λm for λ < 1.33, which implies the claim
being m ≤ n. In the base case m = 0. Thus

P (0) = 1 ≤ λ0.

Let m′ be the size of the problem after folding a node v. It is sufficient to show that m′ ≤ m,
from which

P (m) ≤ P (m′) ≤ λm′ ≤ λm

for λ ≥ 1. This condition trivially holds when folding only removes nodes. In the remaining
case, N(v) = {u,w} with uw /∈ E. In this case we remove {v, u,w} and add a node uw with
d(uw) ≤ d(u) + d(w) − 2. By case analysis (see Figure 4) m′ ≤ m also in this case.

Suppose now that we branch at a node v with d(v) ≥ 4. Note that all the nodes of the
graph have degree ≥ 3 (since we do not fold). Hence by the standard argument

P (m) ≤ P (m− 1) + P (m− 5) ≤ λm−1 + λm−5 ≤ λm.

Recall that the inequality above is satisfied for λ ≥ 1.33.
Eventually, consider branching at v, d(v) = 3. In this case we remove either 1 or 4 nodes

of degree 3. However, in the first case the degree of the 3 neighbors of v drops from 3 to 2,
with a consequent further reduction of the size by 3:

P (m) ≤ P (m− 4) + P (m− 4) ≤ λm−4 + λm−4 ≤ λm.
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The inequality above is satisfied for λ ≥ bf(4, 4) = 1.18 . . .. The claim follows. �

4.2 A Better Measure

When we branch at a node of large degree, we decrement by 1 the degree of many other
nodes. This is beneficial on long term, since we can remove nodes of degree at most 2 without
branching. We are not exploiting this fact to its full extent in the current analysis.

An idea is then to attribute a larger weight ωi ≤ 1 to nodes v of larger degree i, and
let the size of the problem be the sum of node sizes. This way, when the degree of a node
decreases, the size of the problem decreases as well. More formally, for a constant ω ∈ (0, 1]
to be fixed later, we let

ωi =


0 if i ≤ 2;
ω if i = 3;
1 otherwise.

We also use ω(v) for ωd(v). The size m = m(G) of graph G = (V,E) is

m =
∑
v∈V

w(v) = ω · n3 + n≥4.

Thanks to this new measure of subproblems size, we are able to refine the analysis of mis.

Theorem 2 Algorithm mis solves MIS in O∗(1.29n) time.

Proof. With the usual notation, let us show that P (m) ≤ λm for λ < 1.29. In the base
case m = 0, and thus

P (0) = 1 ≤ λ0.

In case of folding of node v, let m′ = m(Gv) be the size of the corresponding subproblem.
Also in this case it is sufficient to show that m′ ≤ m. This condition is satisfied when nodes
are only removed (being the weight increasing with the degree). The unique remaining case
is N(v) = {u,w}, with u and w not adjacent. In this case we remove {v, u,w}, and add a
node uw with d(uw) ≤ d(u) + d(w)− 2. Hence it is sufficient to show that

ω(v) + ω(u) + ω(w)− ω(uw) = ω(u) + ω(w) − ω(uw) ≥ 0.

By a simple case analysis (see Figure 5), it follows that this condition holds for ω ≥ 0.5.
Consider now the case of branching at a node v, d(v) ≥ 5. Let di be the degree of the ith

neighbor of v (which thus has weight ωdi
). Then

P (m) ≤ P (m− ωd(v) −
d(v)∑
i=1

(ωdi
− ωdi−1)) + P (m− ωd(v) −

d(v)∑
i=1

ωdi
)

≤ P (m− 1−
5∑

i=1

(ωdi
− ωdi−1)) + P (s− 1−

5∑
i=1

ωdi
).

Observe that we can replace di ≥ 6 with di = 5. In fact in both cases ωdi
= 1 and ωdi

−ωdi−1 =
0. Hence we can assume di ∈ {3, 4, 5}. This is crucial to obtain a finite number of recurrences!
We obtain the following set of recurrences

P (m) ≤ P (m− 1− t3(ω − 0)− t4(1− ω)− t5(1− 1)) + P (m− 1− t3 ω − t4 − t5),
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Figure 5 Case analysis of folding for m = ωn3 + n≥4.

d(u) d(w) d(uw) ω(u) + ω(w)− ω(uw) ≥ 0
2 2 2 0 + 0− 0 ≥ 0
2 3 3 0 + ω − ω ≥ 0
2 ≥ 4 ≥ 4 0 + 1− 1 ≥ 0
3 3 4 ω + ω − 1 ≥ 0
3 ≥ 4 ≥ 4 ω + 1− 1 ≥ 0
≥ 4 ≥ 4 ≥ 4 1 + 1− 1 ≥ 0

where t3, t4, and t5 are non-negative integers satisfying t3 + t4 + t5 = 5. (Intuitively, ti is the
number of neighbors of v of degree i).

Consider now branching at a node v, d(v) = 4. By a similar argument (with di ∈ {3, 4}),
we obtain

P (m) ≤



P (m− 1− 4 · ω − 0 · (1− ω)) + P (m− 1− 4 · ω − 0 · 1)
P (m− 1− 3 · ω − 1 · (1− ω)) + P (m− 1− 3 · ω − 1 · 1)
P (m− 1− 2 · ω − 2 · (1− ω)) + P (m− 1− 2 · ω − 2 · 1)
P (m− 1− 1 · ω − 3 · (1− ω)) + P (m− 1− 1 · ω − 3 · 1)
P (m− 1− 0 · ω − 4 · (1− ω)) + P (m− 1− 0 · ω − 4 · 1)

Consider eventually branching at a node v, d(v) = 3. By an analogous argument (with
ω(v) = ω3 = ω and di = 3)

P (m) ≤ P (m− ω − 3ω) + P (m− ω − 3ω).

For every ω ∈ [1/2, 1], the set of recurrences above provides an upper bound λ(ω) on
λ. Our goal is minimizing λ(ω) (hence getting a better time bound). Via exhaustive search
over a grid of values for ω we obtained λ(0.7) < 1.29 (see Appendix B for a C++ program
computing it). The claim follows. �

4.3 An Even Better Measure

We can extend the analysis from previous section to larger degrees. For example, we might
let the weight ωi associated to degree-i nodes be:

ωi =


0 if i ≤ 2;
ω if i = 3;
ω′ if i = 4;
1 otherwise.

Here ω and ω′ are two proper constants, with 0 < ω ≤ ω′ ≤ 1. Using this measure, and an
analysis similar to the one from previous section, it is not hard to prove the following result
(see Appendix C for a C++ program optimizing the weights).
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Theorem 3 Algorithm mis solves MIS in O∗(1.26n) time.

Exercise 4 Prove the theorem above. Hint: ω = 0.750 and ω′ = 0.951.

Exercise 5 What happens if we set ω5 = ω′′ for a further weight ω′ ≤ ω′′ ≤ 1? Do you see
any pattern?

Exercise 6 Design a better algorithm for MIS, possibly using the other mentioned reduc-
tion rules (mirroring etc.). Analyze this algorithm in the standard way and via Measure &
Conquer.

Exercise 7 Can you see an alternative, promising measure for MIS?

5 Lower bounds

Despite the big improvements in the running time bounds, it might be that our refined analysis
is still far from being tight. Hence, it is natural to ask for (exponential) lower bounds. Notice
that we are concerned with lower bounds on the complexity of a particular algorithm, and
not with lower bounds on the complexity of an algorithmic problem. A lower bound may give
an idea of how far the analysis is from being tight.

In this section we prove a Ω(2n/4) lower bound on the running time of mis. The large
gap between the upper and lower bound for mis suggests the possibility that the analysis of
that algorithm can be further refined (possibly by measuring the size of the subproblems in
a further refined way).

Theorem 4 The running time of mis is Ω(2n/4) = Ω(1.18n).

Proof. Consider the graph Gk consisting of k = n/4 copies of a 4-clique (see Figure 6).
We let P (k) be the number of subproblems generated by mis to solve MIS on Gk. Consider
any clique C = {a, b, c, d} ∈ Gk. The algorithm might branch at a. In the subproblem where
a is discarded, the algorithm removes b, c, and d via folding. In the other subproblem the
algorithm removes N [a] = {a, b, c, d}. Hence in both cases C is deleted from the graph, leaving
an instance Gk−1 which is solved recursively. We thus obtain the following recurrences:

P (k) ≥
{

2P (k − 1) if k ≥ 1;
1 if k = 0.

We can conclude that P (k) ≥ 2k = 2n/4. �

Exercise 8 Find a larger lower bound on the running time of mis. Hint: Ω(3n/6) = Ω(1.20n),
maybe better.

Exercise 9 Consider the variant of mis where the algorithm, after the base case, branches
on connected components when possible. Can you find a good lower bound on the running
time of this modified algorithm?

Remark 1 Typically finding lower bounds on connected graphs is much more complicated.
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Figure 6 Example of the lower bound graph Gk for k = 3.
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6 Quasiconvex Analysis of Backtracking Algorithms

When the number of distinct weights grows, there is a computational problem which one has
to face. In fact, both the number of recurrences and the space of candidate weights tend to
grow exponentially in the number of weights. Of course the best weights need to be computed
only once, and this computation has no impact on the actual behavior of the algorithm. Still,
this can be a problem during the design of the algorithm, when having a quick feedback is
important. In this section we outline a general way to cope with the optimization of the
weights (for a given set of recurrences), described by Eppstein [8].

6.1 Multivariate Recurrences

Consider a collection of integral measures m1, . . . ,md, describing different aspects of the
size of the problem considered. For example, in the analysis of mis in Section 4.2 we used
m1 = n3 and m2 = n≥4. Let P (m1, . . . ,md) be the number of base instances generated
by the algorithm to solve a problem with measures m1, . . . ,md. Consider a given branching
step b, and let δb

i,j be the decrease of the ith measure of the jth subproblem. The following
multivariate recurrence holds

P (m1, . . . ,md) ≤ P (m1 − δb
1,1, . . . ,md − δb

d,1) + . . .

+ P (m1 − δb
1,h(b), . . . ,md − δb

d,h(b))

Remark 2 Some of the δb
i,j ’s might be negative. For example, when we delete one edge

incident to a node of degree 4, n≥4 decreases but n3 grows.

Solving multivariate recurrences is typically rather complicated. A common alternative is
turning them into univariate recurrences by considering a linear combination of the measures
(aggregated measure)

m(w) = w1 m1 + . . . + wd md

Here w = (w1, . . . , wd) plays a role analogous to the weights ωi in the analysis of mis. In
particular, in Section 4.2 we set w1 = ω ∈ (0, 1] and w2 = 1.

The weights wi are in general rational, possibly negative, numbers. However, they need to
satisfy the constraint δb

j :=
∑

i wi δb
i,j > 0 for every branching b and corresponding subproblem

j. In words, the aggregated measure m(w) decreases in each subproblem3. For example, in
the analysis of mis, this condition is satisfied for every ω ∈ [0.5, 1].

3In the degenerate case h(b) = 1 (a unique subproblem), δb
1 = δb

1,1 ≥ 0 is allowed (provided that the
branching depth can be bounded in an alternative way).
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Figure 7 Example of quasiconvex function, with a corresponding convex level set.

f(x)

x

a

f≤a

The resulting set of univariate recurrences can be solved in the standard way (for fixed
weights). In particular, for each branching b, we compute the (unique) positive root λb(w) of
function

f b(x,w) := 1−
h(b)∑
j=1

x−
Pd

i=1 wiδb
i,j .

This gives a running time bound of the kind O∗(λ(w)
P

i wi mi) where λ(w) := maxb{λb(w)}.

6.2 Quasiconvexity

Function λ(w) has a very special property, which simplifies considerably its minimization.
We recall that a function f : D → R, with D ⊆ Rd convex, is quasiconvex if its level set

f≤a := {x ∈ D : f(x) ≤ a}
is convex for any a ∈ R. An example of quasiconvex (but not convex) function is given in
Figure 7.

Theorem 5 Function λ(w) is quasiconvex over Rd.

Proof. The maximum over a finite number of quasiconvex functions is quasiconvex. Hence
it is sufficient to show that each λb(w) is quasiconvex. Recall that λb(w) is the unique
positive root of f b(x,w) = 1 − ∑

j x−
P

i wiδ
b
i,j . Define gb(x,w) =

∑
j x−

P
i wiδ

b
i,j . From the

monotonicity of f b(x,w)

λb,≤a = {w ∈ Rd : f b(x,w) ≥ 0} = {w ∈ Rd : gb(x,w) ≤ 1} = gb,≤1.

Function gb is the sum of convex functions, and hence is convex. Then trivially its level sets,
including gb,≤1, are convex. �

Corollary 1 Function λ(w) is quasiconvex over any convex D ⊆ Rd.

Proof. It follows from the proof of Theorem 5, and the fact that the intersection of convex
sets is convex. �
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6.3 Applications to Measure & Conquer

We can use Theorem 5 to optimize the weights in a much faster way with respect to exhaustive
grid search. Suppose we define a set of linear constraints on the weights such that:

(a) the size of each subproblem does not increase;

(b) m(w) ≤ n, where n is a standard measure for the problem.

This gives a convex domain of weights w. On that domain we can compute the minimum
value λ(w̃) of the quasiconvex function λ(w). The resulting running time is O∗(λ(w̃)n).

There are known techniques to find efficiently the minimum of a quasi-convex function (see
e.g. [8]). We successfully applied [12, 13, 14] the following, very fast and easy to implement,
approach based on randomized local search (in simulated annealing style):

• We start from any feasible initial value w;

• We add to w a random vector ∆ w in a given range [−∆,∆]d;

• If the resulting w′ is feasible and gives λ(w′) ≤ λ(w), we set w = w′;

• We iterate the process, reducing the value of ∆ if no improvement is achieved for a large
number of steps;

• The process halts when ∆ drops below a given value ∆′.

Appendix D contains a C++ program applying this method to the optimization of the weights
in the analysis of Section 4.3.

Remark 3 The local search algorithm above does not guarantee closeness to the optimal
λ(w̃). However it is accurate in practice. More important, it always provides feasible upper
bounds on the running time.

7 Other Examples of Measure & Conquer

In this section we briefly describe other (more or less explicit) applications of the Measure &
Conquer approach.

The first non-trivial algorithm for the minimum dominating set problem (MDS) is based
on Measure & Conquer [17, 18]4. The basic idea is developing an algorithm for the minimum
set cover problem (MSC). This algorithm is analyzed by measuring the size of the subproblems
in terms of the sum of the number n of sets and number m of elements. The resulting running
time is O∗(1.381n+m). The size of the MSC formulation of a MDS instance on n nodes is 2n.
It follows that MDS can be solved in O∗(1.3812n) = O∗(1.803n) time. The same algorithm
is re-analyzed in [10, 13], using a refined measure which assigns different weights to sets of
different size and elements of different frequency. This way the time bound is refined to
O∗(1.527n), an impressive improvement.

A similar, but more complex measure is used in [12] to develop the first better-than-trivial
algorithm for the connected version of MDS, where the dominating set is required to induce a
connected graph. Here, besides cardinalities and frequencies, the measure takes into account
the local connectivity properties of the original graph.

4In the same year, slower but better-than-trivial algorithms for MDS were independently developed in
[15, 22].
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In a paper on 3-coloring and related problems [2], Beigel and Eppstein consider a reduction
to constraint satisfaction, and measure the size of the constraint satisfaction problem with
a linear combination of the number of variables with three and four values in their domain,
respectively. A more sophisticated measure is introduced by Eppstein in the context of cubic-
TSP [7]: let F be a given set of forced edges, that is edges that we assume belonging to the
optimum solution. For an input cubic graph G = (V,E), the author measures the size of
the problem in terms of |V | − |F | − |C|, where C is the set of 4-cycles which form connected
components of G− F .

Gupta et al. [19] used Measure & Conquer while analyzing exact algorithms for finding
maximal induced subgraphs of fixed node degree. Razgon [23], using a non-standard measure,
derived the first non-trivial algorithm breaking the O∗(2n) barrier for the feedback vertex set
problem (see also [9]). Kowalik [20] used Measure & Conquer in his branching algorithm for
the edge coloring problem. The analysis of Gasper-Liedloff’s algorithm for the independent
dominating set problem in [16] is based on Measure & Conquer. Another example is the
paper by Kratsch and Liedloff on the minimum dominating clique problem [21]. We are also
aware of a number of other (still unpublished) papers using the same kind of approach.

Measure & Conquer can be used also as a tool to prove tighter combinatorial bounds.
For example, using this kind of approach and the same measure which is mentioned above
for MDS, Fomin et al. [14] proved that the number of minimal dominating sets in a graph
is O∗(1.721n). Based on this result, they also derived the first non-trivial exact algorithms
for the domatic number problem and for the minimum-weight dominating set problem. The
bounds on the number of minimal feedback vertex sets (or maximal induced forests) obtained
in [9] are also based on Measure & Conquer.

Of course, a non-standard measure can be used to design better algorithms in the standard
way: one considers the tight recurrences for a given algorithm (and measure), and tries to
design better branching and reduction rules for the corresponding cases. A very recent work
by van Rooij and Bodlaender goes in this direction [24].
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Appendix A

#include <c s td l i b >
#include <iostream>
#include <s t d l i b . h>
#include <math . h>
#include <s td i o . h>

#define PRECISION 40
#define MAXN 100

using namespace s td ;

/∗
branchFactor ( ) r e c e i v e s in input a branching vec t or
I t r e tu rns the corresponding branching f a c t o r ” b f ”
This i s done v ia doub l ing + binary search . The de s i r e d va lu e s a t i s f i e s
1−sum { j =0}ˆ{n−1} b f ˆ(−V[ i ])=0
The binary search i s anyway in t e r r u p t e d when the va lu e i s accurate enough
∗/
double branchFactor ( int n , double∗ V){

double l e f t =0.0 ;
double r i g h t =1.0 ;
double f ;
//we compute an upper bound r i g h t on the branching f a c t o r v ia doub l ing
do{

r i g h t = r i g h t ∗2 ;
f =1.0 ;
for ( int j =0; j<n ; j++) {

f −= pow( r i ght , −V[ j ] ) ;
}

}while ( f <=0);
//we compute the branching f a c t o r v ia b inary search
double bf ;
for ( int i =0; i<PRECISION; i++) {

bf = ( l e f t+r i g h t ) / 2 . 0 ;
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f =1.0 ;
for ( int j =0; j<n ; j++) {

f −= pow( bf , −V[ j ] ) ;
}
i f ( f==0) return bf ;
i f ( f >0) r i g h t = bf ;
else l e f t = bf ;

}
return r i g h t ; // t h i s way we return an upper bound

}

int main ( ) {

int n ;
double V[MAXN] ;
double d ;

while (1 ) {
cout << endl << ”# o f branchings : ” ;
c in >> n ;
i f (n<=0 | | n>MAXN) e x i t ( 1 ) ;

for ( int i =0; i<n ; i++) {
cout << ” de l t a ( ” << i << ” ) : ” ;
c in >> d ;
i f (d<0) e x i t ( 1 ) ;
V[ i ]=d ;

}

double bf = branchFactor (n , V) ;
p r i n t f ( ” bf=%.8 f (%.8 f )\n” , bf , l o g ( bf )/ l og ( 2 ) ) ;

}
return 0 ;

}

Appendix B

#include <s t d l i b . h>
. . .

using namespace s td ;

double branchFactor ( int n , double∗ V){
. . .

}
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/∗
lambda i s the va lu e o f the branching f a c t o r f o r g iven ( f e a s i b l e ) we igh t s .
”stampa” i s used to p r in t or not some d e t a i l s
∗/
double computeLambda(double a , int stampa ) {

double V[ 1 0 ] ; //we assume t ha t we branch on at most 10 subproblem , which i s the case here
double lambda , lambda max= −1;

//We don ’ t need to cons ider the base case and f o l d i n g

//Branch at degree >=5
//n3 and n4 are the ne ighbor s o f degree 3 and 4
//n5 are the ne ighbor s o f degree at l e a s t 5
for ( int n3=0; n3<=5; n3++){

for ( int n4=0; n4<=5−n3 ; n4++){
int n5 = 5−n3−n4 ;
V[0]=1+n3∗a+n4∗(1−a)+n5 ∗0 ;
V[1]=1+n3∗a+n4∗1+n5 ∗1 ;
lambda = branchFactor (2 , V) ;
i f ( stampa ) p r i n t f ( ”branch at 5 : 1+%d∗a+%d∗(1−a)+%d∗0/1+%d∗a+%d∗1+%d∗1=%.8 l f \n” , n3 ,
lambda max = MAX( lambda max , lambda ) ;

}
}

//Branch at degree 4
for ( int n3=0; n3<=4; n3++){

int n4 = 4−n3 ;
V[0]=1+n3∗a+n4∗(1−a ) ;
V[1]=1+n3∗a+n4 ∗1 ;
lambda = branchFactor (2 , V) ;
i f ( stampa ) p r i n t f ( ”branch at 4 : 1+%d∗a+%d∗(1−a)/1+%d∗a+%d∗1=%.8 l f \n” , n3 , n4 , n3 , n4 ,
lambda max = MAX( lambda max , lambda ) ;

}

//Branch at degree 3
V[0]=4∗a ;
V[1 ]=4∗a ;
lambda = branchFactor (2 , V) ;
i f ( stampa ) p r i n t f ( ”branch at 3 : 4a/4a=%.8 l f \n” , lambda ) ;
lambda max = MAX( lambda max , lambda ) ;

i f ( stampa ) p r i n t f ( ”\nlambda max ( a=%.8 l f )=%.8 l f \n” , a , lambda max ) ;

return lambda max ;
}

17



//Here we put the con s t r a in t s on the we igh t s : in our case a\ in [ 0 . 5 , 1 . 0 ]
bool f e a s i b l e (double a ){

i f ( a>=0.5 && a<=1.0) return true ;
else return fa l se ;

}

int main ( ) {

double lambdamin = 1000 ;
double amin = 1000 ;

//we search f o r the b e s t a in a g r i d wi th o f f s e t 1/ g r i d
int g r id =100;
for ( int i =1; i<=gr id ; i++){

double a=(double ) i / g r id ;
i f ( f e a s i b l e ( a ) ){

double lambda = computeLambda(a , 0 ) ;
p r i n t f ( ”lambda ( a=%l f )=%.8 l f \n” , a , lambda ) ;
i f ( lambda < lambdamin ){

lambdamin = lambda ;
amin = a ;

}
}

}
p r i n t f ( ”\n\nBEST BOUND\n” ) ;
computeLambda(amin , 1 ) ;

// p r i n t f (”\nlambdamin (amin=%l f )=%.8 l f \n” , amin , lambdamin ) ;

system ( ”PAUSE” ) ;
return 0 ;

}

Appendix C

#include <s t d l i b . h>
. . .

using namespace s td ;

double branchFactor ( int n , double∗ V){
. . .

}

/∗
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lambda i s the va lu e o f the branching f a c t o r f o r g iven ( f e a s i b l e ) we igh t s .
”stampa” i s used to p r in t or not some d e t a i l s
∗/
double computeLambda(double a3 , double a4 , int stampa ) {

double V[ 1 0 ] ; //we assume t ha t we branch on at most 10 subproblem , which i s the case here
double lambda , lambda max= −1;

//We don ’ t need to cons ider the base case and f o l d i n g

//Branch at degree >=6
//Here n6 are the ne ighbor s o f degree at l e a s t 6
for ( int n3=0; n3<=6; n3++){

for ( int n4=0; n4<=6−n3 ; n4++){
for ( int n5=0; n5<=6−n3−n4 ; n5++){

int n6 = 6−n3−n4−n5 ;
V[0]=1+n3∗a3+n4∗( a4−a3)+n5∗(1−a4)+n6 ∗0 ;
V[1]=1+n3∗a3+n4∗a4+n5∗1+n6 ∗1 ;
lambda = branchFactor (2 , V) ;
i f ( stampa ) p r i n t f ( ”branch at 6 : 1+%d∗a3+%d∗( a4−a3)+%d∗(1−a4)+%d∗0/1+%d∗a3+%d∗a4+%d

n3 , n4 , n5 , n6 , n3 , n4 , n5 , n6 , lambda ) ;
lambda max = MAX( lambda max , lambda ) ;

}
}

}

//Branch at degree 5
for ( int n3=0; n3<=5; n3++){

for ( int n4=0; n4<=5−n3 ; n4++){
int n5 = 5−n3−n4 ;
V[0]=1+n3∗a3+n4 ∗( a4−a3)+n5∗(1−a4 ) ;
V[1]=1+n3∗a3+n4∗a4+n5 ∗1 ;
lambda = branchFactor (2 , V) ;
i f ( stampa ) p r i n t f ( ”branch at 5 : 1+%d∗a3+%d∗( a4−a3)+%d∗(1−a4)/1+%d∗a3+%d∗a4+%d∗1=%.8

n3 , n4 , n5 , n3 , n4 , n5 , lambda ) ;
lambda max = MAX( lambda max , lambda ) ;

}
}

//Branch at degree 4
for ( int n3=0; n3<=4; n3++){

int n4 = 4−n3 ;
V[0 ]= a4+n3∗a3+n4∗( a4−a3 ) ;
V[1 ]= a4+n3∗a3+n4∗a4 ;
lambda = branchFactor (2 , V) ;
i f ( stampa ) p r i n t f ( ”branch at 4 : a4+%d∗a3+%d∗( a4−a3 )/ a4+%d∗a3+%d∗a4=%.8 l f \n” ,

n3 , n4 , n3 , n4 , lambda ) ;
lambda max = MAX( lambda max , lambda ) ;

}

//Branch at degree 3
int n3 = 3 ;
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V[0]= a3+n3∗a3 ;
V[1 ]= a3+n3∗a3 ;
lambda = branchFactor (2 , V) ;
i f ( stampa ) p r i n t f ( ”branch at 3 : a3+%d∗a3/a3+%d∗a3=%.8 l f \n” ,

n3 , n3 , lambda ) ;
lambda max = MAX( lambda max , lambda ) ;

i f ( stampa ) p r i n t f ( ”\nlambda max ( a3=%.8 l f , a4=%.8 l f )=%.8 l f \n” , a3 , a4 , lambda max ) ;

return lambda max ;
}

//Here we put the con s t r a in t s on the we igh t s
bool f e a s i b l e (double a3 , double a4 ){

i f ( a4<=1 && a3<=a4 && a3>0 && 2∗a3>=a4 && 2∗a4>=1 && a4>=1−a3 ) return true ;
else return fa l se ;

}

int main ( ) {

double lambda min = 1000 ;
double a3min = 1000 ;
double a4min = 1000 ;

//we search f o r the b e s t a in a g r i d wi th o f f s e t 1/ g r i d
int g r id =100;
for ( int i =1; i<=gr id ; i++){

for ( int j =1; j<=gr id ; j++){
double a3=(double ) i / g r id ;
double a4=(double ) j / g r id ;
i f ( f e a s i b l e ( a3 , a4 ) ){

double lambda = computeLambda( a3 , a4 , 0 ) ;
p r i n t f ( ” lambda ( a3=%l f , a4=%l f )=%.8 l f \n” , a3 , a4 , lambda ) ;
i f ( lambda < lambda min ){

lambda min = lambda ;
a3min = a3 ;
a4min = a4 ;

}
}

}
}
p r i n t f ( ”\n\nBEST BOUND\n” ) ;
computeLambda( a3min , a4min , 1 ) ;

system ( ”PAUSE” ) ;
return 0 ;

}
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Appendix D

#include <s t d l i b . h>
. . .

using namespace s td ;

double branchFactor ( int n , double∗ V){
. . .

}

double uniform (double l e f t , double r i g h t ) {
return l e f t + ( r i ght− l e f t )∗ ( ( double ) rand ( ) ) /RANDMAX;

}

double computeLambda(double a3 , double a4 , int stampa ) {
. . .

}

bool f e a s i b l e (double a3 , double a4 ){
. . .

}

int main ( ) {

double lambda min ;
double a3min ;
double a4min ;

//compute an i n i t i a l random s o l u t i o n
do{

a3min = uniform ( 0 . 0 , 1 . 0 ) ;
a4min = uniform ( 0 . 0 , 1 . 0 ) ;

}while ( ! f e a s i b l e ( a3min , a4min ) ) ;
lambda min = computeLambda ( a3min , a4min , 0 ) ;
p r i n t f ( ” lambda ( a3=%l f , a4=%l f )=%.8 l f \n” , a3min , a4min , lambda min ) ;

double deltamin = 0 . 0 0 0 1 ; // f i n a l s t ep
double de l t a = 0 . 0 1 ; // i n i t i a l s t ep
int counter = 0 ; //measures f o r how long we don ’ t make any progre s s
do{

double a3rand = a3min + de l t a ∗uniform ( −1 .0 , 1 . 0 ) ;
double a4rand = a4min + de l t a ∗uniform ( −1 .0 , 1 . 0 ) ;
counter++; //a new proposa l i s generated
i f ( f e a s i b l e ( a3rand , a4rand ) ) {

double lambda rand = computeLambda( a3rand , a4rand , 0 ) ;
i f ( lambda rand < lambda min ) {

counter = 0 ;
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lambda min = lambda rand ;
a3min = a3rand ;
a4min = a4rand ;
p r i n t f ( ” lambda ( a3=%l f , a4=%l f )=%.8 l f \n” , a3min , a4min , lambda min ) ;

}
}
i f ( counter >= 1000){

counter = 0 ;
d e l t a = de l t a / 2 . 0 ;
p r i n t f ( ”\ nde l ta =%.10 f \n\n” , d e l t a ) ;

}
}while ( d e l t a >= deltamin ) ;

p r i n t f ( ”\n\nBEST BOUND\n” ) ;
computeLambda( a3min , a4min , 1 ) ;

system ( ”PAUSE” ) ;
return 0 ;

}
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Lecture notes for AGAPE 2009 Spring School on Fixed Parameter and
Exact Algorithms, May 25-29 2009, Lozari, Corsica (France).1

This document attempts to survey techniques that appear in exact,
exponential-time algorithmics using the taxonomy developed by Lev-
itin. The purpose is to force the exposition to adopt an alternative per-
spective over previous surveys, and to form an opinion of the flexibility
of Levitin’s framework. I have made no attempt to be comprehensive.

1Alpha release from 19 maj 2009. Errors are to be expected, and there are no references. Proceed
with caution.
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Brute force

A brute force algorithm simply evaluates the definition, typically lead-
ing to exponential running times.

TSP. For a first example, given a weighted graph like

G =
1 2

3

4

5

6 7

8

9

4

5

2

with n vertices V = {v1, . . . , vn} (sometimes called “cities”) the traveling salesman
problem is to find a shortest Hamiltonian path from the first to the last city, i.e., a
path that starts at s = v1, ends at t = vn, includes every other vertex exactly once,
and travels along edges whose total weight is minimal. Formally, we want to find

min
π

n−1

∑
i=1

w(π(i), π(i + 1)) ,

where the sum is over all permutations π of {1, 2, . . . , n} that fix 1 and n. When the
weights are uniformly 1, the problem reduces to deciding if a Hamiltonian path at
all.

This above expression can be evaluated within a polynomial factor of n! op-
erations. In fact, because of certain symmetries it suffices to examine (n− 2)! per-
mutations, and each of these requires take O(n) products and sums. On the other
hand, it’s not trivial to iterate over precise these permutations in time O((n− 2)!).
We will normally want to avoid these considerations, since they only contribute
a polynomial factor, and write somewhat imprecisely O∗(n!), where O∗( f (n))
means O(nc f (n)) for some constant c.

Independent set. A subset of vertices U ⊆ V in an n-vertex graph G = (V, E)
is independent if no edge from E has both its enpoints in U. Such a set can be found
by considering all subsets (and checking independence of each), in time O∗(2n).

3-Satisfiability. A Boolean formula φ on variables x1, . . . , xn is on 3-conjunctive
normal form if it conists of a conjunction of m clauses, each of the form (a ∨ b ∨ c),
where each of the literals a, b, c is a single variable or the negation of a single vari-
able. The satisfiability problem for this class of formulas is to decide if φ admits a
satisfying assignment. This can be decided by considering all assignments, in time
O∗(2n). (Note that m can be assumed to be polynomial in n, otherwise φ would
include duplicate clauses.)

2



1. BRUTE FORCE 3

FIGURE 1. A bipartite graph and 2 of its 3 perfect matchings.

Perfect matchings. A perfect matching in a graph G = (V, E) is an edge subset
M ⊆ E that includes every vertex as an endpoint exactly once; in other words

|M| = 1
2 |V|

⋃
M = V.

In fact, famously, a matching can be found in polynomial time, so we are inter-
ested in the counting version of this problem: how many perfect matchings does
G admit? From the definition, this still takes O∗(2m) time.

We will look at this problem for bipartite graphs as well as for general graphs.

These are all difficult problems, typically hard for NP or # P, so we cannot
expect to devise algorithms that run in polynomial time. Instead, we will improve
the exponential running time. For example, for some problems we will find vertex-
exponential time algorithms, i.e., algorithms with running time exp(O(n)) instead
of exp(O(m)) or O∗(n!) O∗(nn). Other algorithms will improve the base of the
exponent, for example from O∗(2n) to O(1.732n).



2

Greedy

A greedy algorithm does “the obvious thing” for a given ordering, the
hard part is figuring out which ordering. A canonical example is
interval scheduling.

In exponential time, we can consider all orderings. This leads to
running times around n! and is seldom better than brute force, so this
class of algorithms does not seem to play a role in exponential time
algorithmics. An important exception is given as an exercise.
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Recursion

Recurrences express the solution to the problem in terms of solutions of
subproblems. Recursive algorithms compute the solution by applying
the recurrence until the problem instance is trivial.

1. Decrease and conquer

Decrease and conquer reduces the instance size by a constant, or a
constant factor. Canonical examples include binary search in a sorted
list, graph traversal, or Euclid’s algorithm.

In exponential time, we produce several smaller instances (instead
of just one), which we can use this to exhaust the search space. Maybe
“exhaustive decrease and conquer” is a good name for this variant—
this way, the technique becomes an umbrella of exhaustive search tech-
niques such as branch-and-bound.

3-Satisfiability. An instance to 3-Satisfiability includes at least one clause with
3 literals. (Otherwise it’s an instance of 2-Satisfiability, which can be solved in
polynomial time.) Pick such a clause and construct three new instances:

T??: set the first literal to true,
FT?: set the first literal to false and the second to true,
FFT: set the first two literals to false and the third to true,

These three possibilites are disjoint and exhaust the satisfying assignments. (In
particular, FFF is not a satisfying assignment.)

Q, size < n

problem P,  size n

Solution to Q

Solution to P

FIGURE 1. Decrease and conquer with one (left) and many (right) subproblems.
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2. DIVIDE AND CONQUER 6

Each of these assignments resolves the clause under consideration, and maybe
more, so some cleanup is required. In any case, the number of free variables is
decreased by at least 1, 2, or 3, respectively. We can recurse on the three resulting
three instances, so the running time satisfies

T(n) = T(n− 1) + T(n− 2) + T(n− 3) + O(n + m) .

The solution to this recurrence is O(1.8393n). (The analysis of this type of algo-
rithm is one of the most actively researched topics in exact exponential-time algo-
rithmics and very rich.)

Independent set. Let v be a vertex of with at least three neighbours. (If no
such vertex exists, the independent set problem is easy.) Construct two new in-
stances to independent set:

G[V − v]: the input graph with v removed. If I 63 v is an independent set in
G then it is also an independent set in G[V − v].

G[V − N(v)]: the input graph with v and its neighbours removed. If I 3 v
is an independent set in G, then none of v’s neighbours belong to I, so
that I − {v} is an independent set in G[V − N(v)].

These two possibilities are disjoint and exhaust the independent sets.
We recurse on the two resulting instances, so the running time is no worse

than
T(n) = T(n− 1) + T(n− 4) + O(n + m) .

The solution to this recurrence is O(1.3803n).

TSP. Galvanized by our successes we turn to TSP.
For each T ⊆ V and v ∈ T, denote by OPT(T, v) the minimum weight of a

path from s to v that consists of exactly the vertices in T. To construct OPT(T, v)
for all s ∈ T ⊆ V and all v ∈ T, the algorithm starts with OPT({s}, s) = 0, and
evaluates the recurrence

(1) OPT(T, v) = min
u∈T\{v}

OPT(T \ {v}, u) + w(u, v) .

While this is correct, there is no improvement over brute force: the running time
is given by

T(n) = n · T(n− 1)
which solves to O(n!). However, we will revisit this recurrence later.

2. Divide and conquer

The divide and conquer idea partitions the instance into two smaller
instances of roughly half the original size and solves them recursively.
Mergesort is a canonical example.

An essential question is how to partition the instance into smaller
instances. In exponential time, we simply consider all such partitions.
This leads to running times of the form

T(n) = 2nnO(1)T
( 1

2 n
)
,

which is O(cn), and the space is polynomial in n. Maybe “exponential
divide and conquer” is a good name for this idea.
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problem P,  size n

Q, size n/2 R, size n/2

Solution to Q Solution to R

Solution to P

problem P,  size n

Solution to P

...

...

FIGURE 2. Divide and conquer with one (left) and an exponential number (right) of
divisions.

TSP. Let OPT(U, s, t) denote the shortest path from s to t that uses exactly the
vertives in U. Then we have the recurrence

(2) OPT(U, s, t) = min
m,S,T

OPT(S, s, m) + OPT(T, m, t) ,

where the minimum is over all subsets S, T ⊆ U and vertices m ∈ U such that
s ∈ S, t ∈ T, S ∪ T = U, S ∩ T = {m}, and |S| = b 1

2 nc+ 1, |T| = n− |S|+ 1.
The divide and conquer solution continues using this recurrence until the sets

U become trivial. At each level of the recursion, the algorithm considers (n −
2)( n−2
d(n−2)/2e) partitions and recurses on two instances with fewer than 1

2 n + 1 cities.
Thus, the running time is

T(n) = (n− 2) ·
(

n− 2
d(n− 2)/2e

)
· 2 · T(n/2 + 1) ,

which solves to O(4nnlog n).
The space required on each recursion level to enumerate all partitionings is

polynomial. Since the recursion depth is polynomial (in fact, logarithmic) in n, so
the algorithm uses polynomial space.
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Transformation

Transformations compute a problem by computing a different problem
in its stead.

1. Moebius inversion

For a function f on subsets define

g(X) = ∑
Y⊆X

f (Y) .

Then
f (X) = ∑

Y⊆X
(−1)|X\Y|g(Y) .

This result is called Moebius inversion, or, in a special case, the principle of inclusion–
exclusion. For a proof see Dr. Kaski’s presentation.

TSP. We’ll do Hamiltonian path, because the idea stands cleaner.
For X ⊆ V with s, t ∈ X, let g(X) denote the number of walks of length n

from s to t using only vertices from X. (A walk can use the same vertex many
times, or once, or not at all.) Although it is not obvious, g(X) can be computed in
polynomial time for each X ⊆ V; the value is given in row s and column t of An,
where A is the adjacency matrix of G[X].

Now, let f (X) denote the number of walks of length n from s to t that use
exactly the vertices from X. In particular, f (V) is the number of Hamiltonian
paths from s to t. By Moebius inversion,

f (V) = ∑
Y⊆V

(−1)|V\Y|g(Y) .

so the number of Hamiltonian paths can be counted in time O∗(2n) and polyno-
mial space.

To make this work for TSP, we need to handle every total distance separately,
details omitted.

Perfect matchings. For Y ⊆ V Let f (Y) denote the number of ways of pick-
ing 1

2 n edges using exactly the vertices in Y (all of them); the number of perfect
matchings is then given by f (V). For a moment, let g(Y) denote the number of
ways of picking 1

2 n edges using only the vertices in Y (but not necessarily all of
them). Then, by Moebius inversion

f (V) = ∑
Y⊆V

(−1)|V\Y|g(Y) .

8



2. FINDING TRIANGLES 9

Since g(Y) is easy to compute for given Y, we can count the number of perfect
matchings in time O∗(2n).

For bipartite graphs, we can do slightly better. So, let V = L ∪ R with |L| =
|R| = 1

2 n and assume all edges have an endpoint in L and an enpoint in R. Now,
for Y ⊆ R (rather than Y ⊆ V), let g(Y) denote the number of ways of picking
1
2 n edges using all the vertices in L and some of the vertices in Y, and let f (Y)
denote the number of ways of picking 1

2 n edges using all the vertices in L and all
the vertices in Y. Then

f (V) = ∑
Y⊆R

(−1)|R\Y|g(Y) ,

in particular, the sum has only 2n/2 terms. For each Y ⊆ R, the value g(Y) is easy
enough to compute: if vertex vi ∈ L has di neighbours in R then

g(Y) = d1 · · · dn/2 .

Thus, the total running time is O∗(2n/2) = O(1.732n). See fig. 1 for an example.
In fact, this is a famous results in combinatorics, the Ryser formula for the per-

manent, often expressed in terms of a 01-matrix A of dimension k× k as

(3) per A = ∑
Y⊆{1,...,k}

(−1)k−|Y| k

∏
i=1

∑
j∈Y

Aij.

The connection is that A is the upper right quarter of the adjacency matrix of G.

2. Finding triangles

The number of triangles of undirected d-vertex graph T is given by

1
6 tr A3 ,

where A denotes the adjacency matrix of T and tr, the trace, is the sum of the
diagonal entries. To see this, observe that the ith diagonal entry counts the number
of paths of length 3 from the ith vertex to itself, and each triangle contributes six-
fold to such entries (once for every corner, and once for every direction).

To compute A3 = A · A · A we need two matrix multiplications, which takes
time O(dω), ω < 3 (see Dr. Kaski’s presentation).

Independent set. We want to find an independent set of size k in G = (V, E),
and now we assume for simplicity that 3 divides k.

Construct G′ = (V′, E′), where each vertex v ∈ V′ corresponds to an inde-
pendent set in G of size 1

3 k. Two vertices are joined by an edge uv ∈ E′ if their
corresponding sets form an independent set of size 2

3 k. The crucial feature is that
a triangle in G′ corresponds to an independent set of size k in G. The graph G′ has
( n

k/3) ≤ nk/3 vertices, so the whole algorithm takes time O∗(nωk/3), rather than the
obvious (n

k).
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sign + − − − +

X = ∅ {1} {2} {3} {1, 3}

1

2

3

4

5

6

7

8

9

10

11

12

FIGURE 1. The input graph has three
perfect matchings, in columns 1, 5, and 12.
The first row shows all 12 = 3 · 2 · 2 ways to
map the left vertices to the right. Every row
of the table shows the mappings that avoid
various vertex subsets X, drawn as ◦. We
omit the rows whose contribution is zero,
like X = {1, 2}, X = {2, 3} and
X = {1, 2, 3}. Of particular interest is
column 8, which is subtracted twice and
later added again. The entire calculation is
12− 4− 2− 4 + 1 + 0 + 0− 0, with is
indeed 3.

Perfect matchings. The next example is somewhat more intricate, and uses
both transformations from this section.

We return to perfect matchings, but now in regular graphs. Let G[n = r; m =
k] denote the number of induced subgraphs of G with r vertices and k edges. For
such a graph, the number of ways to pick 1

2 n edges is kn/2, so we can rewrite

f (V) = ∑
Y⊆V

(−1)|V\Y|g(Y) =
m

∑
k=1

n

∑
r=2

(−1)rG[n = r; m = k]kn/2 .

Thus, we have reduced the problem to computing G[n = r; m = k] for given r and
k, and we’ll now do this faster than in the obvious 2n iterations.
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We are tempted to do the following: Construct a graph T where every vertex
corresponds to a subgraph of G induced by a vertex subset U ⊆ V with 1

3 r vertices
and 1

6 k edges. Two vertices in T are joined by an edge if there are 1
6 k edges between

their corresponding vertex subsets. Then we would like to argue that every trian-
gle in T corresponds to an induced subgraph of G with r edges and k edges. This,
of course, doesn’t quite work because (1) the three vertex subsets might overlap
and (2) the edges do not necessarily partition into such six equal-sized families.
Once identified, these problems are easily adressed.

The construction is as follows. Partition the vertices of G into three sets V0, V1,
and V2 of equal size, assuming 3 divides n for readability. Our plan is to build a
large tripartite graph T whose vertices correspond to induced subgraphs of G that
are entirely contained in one the Vi.

Some notation: An induced subraph of G has r1 vertices in V1, k1 edges with
both endpoints in V1, and k12 edges between V1 and V2. Define r2, r3, k2 , k3,
k23, and k13 similarly. We will solve the problem of computing G[n = r; m =
k] separately for each choice of these parameters such that r1 + r2 + r3 = r and
k1 + k2 + k3 + k12 + k23 + k13 = k. We can crudely bound the number of such new
problems by n3 + m6, i.e., a polynomial in the input size.

The tripartite graph T is now defined as follows: There is a vertex for every
induced subgraph G[U], provided that U is entirely contained in one of the Vi, and
contains exactly ri vertices and ki edges. An edge joins the vertices corresponding
to Ui ⊆ Vi and Uj ⊆ Vj if i 6= j and there are exactly kij edges between Ui and Uj

in G. The graph T has at most 3 · 2n/3 vertices and 3 · 22n/3 edges. Every triangle
in T uniquely corresponds to an induced subgraph G[U1 ∪U2 ∪U3] in G with the
parameters described in the previous paragraph.

The total running time is O∗(nωk/3) = (1.732n).
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Iterative improvement

Iterative improvement plays a vital role in efficient algorithms and in-
cludes important ideas such as the augmentating algorithms used to
solve maximum flow and bipartite matching algorithms, the Simplex
method, and local search heuristics. So far, very few of these ideas have
been explored in exponential time algorithmics.

1. Local search

3-Satisfiability. Start with a random assignment to the variables. If all clauses
are satisfied, we’re done. Otherwise, pick a falsified clause uniformly at random,
pick one of its literals unformly at random, and negate it. Repeat this local search
step 3n times. After that, start over with a fresh random assignment. This proces
finds a satisfying assignment (if there is one) in time O∗

(
( 4

3 )n)with high probabil-
ity.

The analysis considers the number d of differences between the current as-
signment A and a particular satisfying assignment A∗ (the Hamming distance).
In the local search steps, the probability that the distance is decreased by 1 is at
least 1

3 (namely, when we pick exactly the literal where A and A∗ differ), and the
probability that the distance is increased by 1 is at most 2

3 . So we can pessimisti-
cally estimate the probability p(d) of reducing the distance to 0 when we start at
distance d (0 ≤ d ≤ n) by standard methods from the analysis of random walks in
probability theory to

p(d) = 2−d.
(Under the rug one finds an argument that we can safely terminate this random
walk after 3n steps without messing up the analysis too much.)

The probability that a ‘fresh’ random assignment has distance d to A∗ is(
n
d

)
2−n,

so the total probabilty that the algorithm reaches A∗ from a random assignment is
at least

n

∑
d=0

(
n
d

)
2−n−d =

1
2n

n

∑
d=0

(
n
d

)
2−d =

1
2n (1 + 1

2 )n = ( 3
4 )n.

Especially, in expectation, we can repeat this proces and arrive at A∗ or some other
satisfying assignment after ( 4

3 )n trails.
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Time–Space tradeoffs

Time–space tradeoffs avoid redundant computation, typically “recom-
putation,” by storing values in large tables.

1. Dynamic programming over the subsets

Dynamic programming consists of describing the problem (or a more general form
of it) recursively in an expression that involves only few varying parameters, and
then compute the answer for each possible value of these parameters, using a table
to avoid redundant computation. A canonical example is Knapsack.

In exponential time, the dynamic programme can consider all subsets (of ver-
tices, for example). This is, in fact, one of the earliest applications of dynamic
programming, dating back to Bellman’s original work in the early 1960s.

TSP. We’ll solve TSP in O(2nn2), a bound that is still the best known. We go
back to the decrease and conquer recurrence

OPT(T, v) = min
u∈T\{v}

OPT(T \ {v}, u) + w(u, v) .

The usual dynamic programming trick kicks in: The values OPT(T, v) are stored a
table when they are computed to avoid redundant recomputation, an idea some-
times called memoisation. The space and time requirements are within a polyno-
mial factor of 2n, the number of subsets T ⊆ V. Figure 2 shows the first few steps.

FIGURE 1. The dynamic programming algorithm for TSP mentioned in xkcd nr. 399.
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0

4 9 4 2

9 5 7 12 11 17

9 10 9 9 10 7

10 14 7 11 12 9

FIGURE 2. The first few steps of filling out a table for OPT(T, v) for the example graph.
The starting vertex s is at the top, v is circled, and T consists of the black vertices. At this
stage, the values of OPT(T, v) have been computed for all |T| ≤ 3, and we just computed
the value 9 at the bottom right by inspecting the two underlined cases. The “new” black
vertex has been reached either via a weight 2 edge, for a total weight of 2 + 7, or via a
weight 1 edge for a total weight of 12 + 1. The optimum value for this subproblem is 9.

It is instructive to see what happens if we start with the divide and conquer
recurrence instead:

OPT(U, s, t) = min
m,S,T

OPT(S, s, m) + OPT(T, m, t) ;

recall that S and T are a balanced vertex partition of U. We build a large table
containing the value of OPT(X, u, v) for all vertex subsets X ⊆ V and all pairs of
vertives u, v. This table has size 2nn2, and the entry corresponding to a subset
X of size k can be computed by accessing 2k other table entries corresponding to
smaller sets. Thus, the total running time is within a polynomial factor of

n

∑
k=0

(
n
k

)
2k = (2 + 1)n = 3n.

We observe that the benefit from memoisation is smaller compared to the decrease
and conquer recurrence, which spent more time in the recursion (“dividing”) and
less time assembling solutions (“conquering”).

2. Dynamic programming over a tree decomposition

The second major application of dynamic programming is over the tree decompo-
sition of a graph. We don’t cover that here, for lack of time.
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3. Meet in the middle

TSP. If the input graph is 4-regular (i.e., every vertex has exactly 4 neigh-
bours), it makes sense to enumerate the different Hamiltonian paths by making
one of three choices at every vertex, for a total of at most O∗(3n) paths, instead of
considering the O∗(n!) different permutations. Of course, the dynamic program-
ming solution is still faster, but we can do even better using a different time–space
trade-off.

We turn again to the “divide and conquer” recurrence,

OPT(U, s, t) = min
m,S,T

OPT(S, s, m) + OPT(T, m, t) .

This time we evaluate it by building a table for all choices of m and T 3 t with
|T| = n− b 1

2 nc. No recursion is involved, we brutally check all paths from m to
t of length |T|, in time O∗(3n/2). After this table is completed we iterate over all
choices of S 3 s with |S| = b 1

2 nc+ 1 the same way, using 3n/2 iterations. For each
S and m we check our dictionary for the entry corresponding to m and V − T.

It is instructive to compare this idea to the dynamic programming approach.
There, we used the recurrence relation at every level. Here, we use it only at the
top. In particular, the meet-in-the-middle idea is qualitatively different from the
concept of using memoisation to save some overlapping recursive invocations.

4. Fast Transforms

→ Dr. Kaski

5. Fast Matrix multiplication

→ Dr. Kaski
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Exercises

An graph can be k-coloured if each vertex can be coloured with one of k differ-
ent colours such that no edge connects vertices of the same colour.

This set of exercises asks you do solve the k-colouring problem in various ways
for a graph with n vertices and m edges

Exercise 1. Using brute force, in time O∗(nk).

Exercise 2. Using a greedy algorithm, in time O∗(n!).

Exercise 3. Using decrease-and-conquer, in time in time O∗(((1 +
√

5)/2)n+m).
Hint: That’s the solution to the “Finonacci” recurrence T(s) = T(s− 1) + T(s− 2).

Exercise 4. Using divide-and-conquer, in time O∗(9n).

Exercise 5. Using Moebius inversion, in time O∗(3n). Hint: ∑n
i=0 (n

i )2i = (2 + 1)n.

Exercise 6. Using dynamic programming over the subsets, in time O∗(3n).

Exercise 7. Using Yates’s algorithm and Moebius inversion, in time O∗(2n).

16
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LINEAR AND BILINEAR TRANSFORMATIONS
FOR MODERATELY EXPONENTIAL ALGORITHMS

(LECTURE NOTES FOR AGAPE 09)

PETTERI KASKI

1. Introduction

Many basic tasks in algebra can be reduced to the problem of evaluating a set
of linear or bilinear forms over a ring R (for example, over the integers).

In the linear case, the task is to evaluate

(1) yi =
n∑
j=1

aijxj for 1 ≤ i ≤ m,

where the aij are coefficients in R, and the xj are elements of R given as input.
In the bilinear case, the task is to evaluate

(2) zi =
n∑
j=1

s∑
k=1

bijkxjyk for 1 ≤ i ≤ m,

where the bijk are coefficients in R, and the xj and yk are elements of R given as
input.

Here the coefficients aij and bijk are understood to be static (that is, part of
the problem definition) and not part of the formal input. Put otherwise, (1) is
essentially the task of multiplying a given vector with an implicit m × n matrix,
and (2) asks us to evaluate a bilinear product of given two vectors. For example,
taking the average 1

n

∑n
j=1 xj reduces to (1) with m = 1, and the inner product∑n

j=1 xjyj reduces (2) with m = 1 and n = s.

Exercise 1. Express the task of multiplying two complex numbers, x1 + x2= and
y1 + y2=, as the task of evaluating a set of two bilinear forms.

Exercise 2. Express the task of multiplying two polynomials of degrees p and q,
respectively, as the task of evaluating a set of p+ q + 1 bilinear forms.

Exercise 3. Express the task of multiplying two matrices of sizes p× q and q × r,
respectively, as the task of evaluating a set of p · r bilinear forms.

In this lecture we study algorithms based on “faster-than-obvious” evaluation
strategies for specific linear and bilinear transformations. Our measure of efficiency
in this setting is the number of basic arithmetic operations in the ring R.

Exercise 4. The obvious way to multiply two complex numbers requires four real
multiplications:

(x1 + x2=)(y1 + y2=) = x1y1 − x2y2 + (x1y2 + y1x2)=.
Show that three real multiplications suffice.

1
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In many cases it is possible to view an evaluation strategy as an R-arithmetic
circuit that transforms a given input into the desired output via a circuit of (i)
arithmetic gates (addition, negation, multiplication) and (ii) constant gates taking
values in R. We assume that all arithmetic gates have a fan-in of at most two.

Example 5. A real arithmetic circuit for multiplying two complex numbers with
three multiplications.

+

+

·
·

· +

+

x1

x2

y1

y2

+ z1

z2

−

−

Note that multiplication in an arbitrary ring R need not be commutative, in
which case one must explicitly indicate the left and right inputs to a multiplication
gate.

2. Two examples of fast evaluation

2.1. Yates’s algorithm. The n-dimensional binary hypercube (the n-cube) is the
graph whose vertices are the binary strings s = (s1, s2, . . . , sn) ∈ {0, 1}n, and any
two vertices are joined by an edge if and only if they differ in exactly one position.

Example 6. The n-cube for n = 4.

0001

1001

1000

1111

1010 1100

11101011 1101

0110

01000010

0000

0101

0111

0011

Consider the following task. Let k : {0, 1}2 → R and x : {0, 1}n → R be given
as input. We must output the function y : {0, 1}n → R, defined by

(3) y(t) def=
∑

s∈{0,1}n

( n∏
i=1

k(ti, si)
)
x(s) for t ∈ {0, 1}n.

Observe that (3) in fact asks us to evaluate a set of 2n linear forms, one for each
vertex t of the n-cube. Thus, we are looking at an instance y(t) =

∑
s a(t, s)x(s) of

(1), where the coefficients a(t, s) =
∏n
i=1 k(ti, si) are determined by the auxiliary

input k.
A direct evaluation of (3) takes O(4nn) ring operations.
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To arrive at more efficient evaluation, one possibility is to view
∏n
i=1 k(ti, si) in

(3) as the “weight” of a “walk” from s to t in the n-cube, where each step si 7→ ti
contributes the weight k(ti, si). In particular, we can view y(t) as the weighted
sum of “messages” x(s) transmitted along walks to t. A direct evaluation of (3)
corresponds to considering each individual walk separately, but it turns out that
the walks can be processed in aggregate using dynamic programming.

Let us make more precise the notion of a “walk” in this context. Let s and t be
any two vertices of the n-cube. The walk from s to t is a sequence of n steps, where
step i = 1, 2, . . . , n consists of the rule si 7→ ti applied to position i.

Example 7. The walk from s = (0, 1, 1, 0) to t = (1, 1, 0, 0) is (0 7→ 1, 1 7→ 1, 1 7→
0, 0 7→ 0). The sequence of vertices visited by the walk appears below.

0 (0 7→ 1) 1 1 1 1
1 1 (1 7→ 1) 1 1 1
1 1 1 (1 7→ 0) 0 0
0 0 0 0 (0 7→ 0) 0

Observe that a walk uniquely determines the sequence of vertices it visits.

Exercise 8. Conclude that for any vertex u ∈ {0, 1}n there are exactly 2n walks
that are at u after exactly j steps, 0 ≤ j ≤ n.

The intuition in the following algorithm is that zj(u) contains an aggregate of
the walks that are at u after exactly j steps. In particular, these walks originate
from the vertices (s1, . . . , sj , uj+1, . . . , un) for s1, . . . , sj ∈ {0, 1}.

The algorithm proceeds in n rounds. First, for every s ∈ {0, 1}n, set

(4) z0(s) def= x(s).

In round j = 1, 2, . . . , n, for every u ∈ {0, 1}n, set

zj(u1, . . . , un) def=

k(uj , 0) · zj−1(u1, . . . , uj−1, 0, uj+1, . . . , un)

+ k(uj , 1) · zj−1(u1, . . . , uj−1, 1, uj+1, . . . , un).

(5)

Lemma 9. For all j = 0, 1, . . . , n and u ∈ {0, 1}n it holds that

(6) zj(u1, . . . , un) =
∑

s1,...,sj∈{0,1}

( j∏
i=1

k(ui, si)
)
x(s1, . . . , sj , uj+1, . . . , un) .

Proof. By induction on j. �

Exercise 10. Give a full proof for Lemma 9.

In particular, (3) and (6) imply that zn(t) = y(t) for all t ∈ {0, 1}n. Thus,
Yates’s algorithm given by (4) and (5) evaluates (3) in O(2nn) ring operations.

Observe that we may think of (4) and (5) as a specification of an arithmetic
circuit with inputs for x and outputs for y = zn.

(3)x y



4 PETTERI KASKI

Exercise 11. Draw Yates’s algorithm as an arithmetic circuit when n = 3 and
k(0, 0) = 1, k(1, 0) = 1, k(0, 1) = 0, k(1, 1) = 1.

Exercise 12. Let A and B be m×n and p×q matrices, respectively. The Kronecker
product A⊗B is the mp× nq matrix defined by

A⊗B def=


a11B a12B · · · a1nB
a21B a22B · · · a2nB

...
...

. . .
...

am1B am2B · · · amnB

 .
Express (3) as a matrix–vector product, where the matrix is obtained via Kronecker
products. Using this representation, design a recursive version of Yates’s algorithm.

Exercise 13. Extend Yates’s algorithm to evaluate sums of the form
y(t1, . . . , tn) =
m1−1∑
s1=0

m2−1∑
s2=0

· · ·
mn−1∑
sn=0

k1(t1, . . . , tn, s1)k2(t2, . . . , tn, s2) · · · kn(tn, sn)x(s1, . . . , sn)

where ti = 0, 1, . . . ,mi − 1 for i = 1, 2, . . . n.

Exercise 14. Consider the one-dimensional discrete Fourier transform for a se-
quence x(0), x(1), . . . , x(2n − 1) of length 2n:

y(t) =
2n−1∑
s=0

exp
(

2π=st
2n

)
x(s) for t = 0, 1, . . . , 2n − 1.

Reduce to the form in the previous exercise.

2.2. Strassen’s algorithm. How many multiplications does it take to multiply
two 2× 2 matrices? A direct evaluation takes 8 multiplications:

X =
[
a b
c d

]
, Y =

[
e f
g h

]
, XY =

[
ae+ bg af + bh
ce+ dg cf + dh

]
.

However, as was discovered by Strassen in 1968, 7 multiplications suffice:

XY =
[
q5 + q4 − q2 + q6 q1 + q2

q3 + q4 q1 + q5 − q3 − q7
]
,

where

q1 = a(f − h) , q5 = (a+ d)(e+ h) ,

q2 = (a+ b)h , q6 = (b− d)(g + h) ,

q3 = (c+ d)e , q7 = (a− c)(e+ f) ,

q4 = d(g − e) .
Exercise 15. Express Strassen’s formula as an arithmetic circuit with three levels
of gates (addition, multiplication, addition).

Now, suppose we want to multiply two n × n matrices, X and Y . Assuming n
is even (if not, insert a row and column of 0s to both matrices), we can partition
X and Y each into four dn/2e × dn/2e submatrices

X =
[
A B
C D

]
, Y =

[
E F
G H

]
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whereby the product XY can be expressed in similarly partitioned form as

XY =
[
AE +BG AF +BH
CE +DG CF +DH

]
.

Déjà vu? Indeed, Strassen’s discovery tells us how to compute the matrix product
XY using only 7 multiplications of dn/2e×dn/2e matrices! By recursion, we obtain
that two n× n matrices can be multiplied in

(7) T (n) = 7T (dn/2e) +O(n2)

arithmetic operations, that is, T (n) = O(nlog2 7) = O(n2.81). Computing directly
from the definition takes Θ(n3) operations.

Can one do better than O(n2.81)? Put otherwise, for which exponents α do
there exist algorithms such that one can multiply n × n matrices in time O(nα)?
Obviously α ≥ 2. Let ω be the greatest lower bound for such exponents α. We say
that ω is the exponent of matrix multiplication. Currently the best upper bound is
ω ≤ 2.376 (see §5.3), but many conjecture that ω = 2.

3. Transformations on the subset lattice

Let U = {1, 2, . . . , n} and denote by 2U the set of all subsets of U . The basic set
operations (A∪B, A∩B, A\B, . . .) on 2U induce natural bilinear transformations
on functions f : 2U → R. We study two such transformations, the union product
and the disjoint union product.

3.1. The union product. Let f : 2U → R and g : 2U → R. Define the union
product f ∪ g : 2U → R by

(8) (f ∪ g)(S) def=
∑

A∪B=S

f(A)g(B) for S ⊆ U,

where the sum is understood to range over all pairs A,B ⊆ U such that A∪B = S.
Observe that (8) is an instance of (2).

Exercise 16. (f ∪ g) ∪ h = f ∪ (g ∪ h).

Exercise 17. (f1 ∪ f2 ∪ · · · ∪ fk)(S) =
∑
A1∪A2∪···∪Ak=S f1(A1)f2(A2) · · · fk(Ak).

Exercise 18. For a given S ⊆ U , how many pairs (A,B) are there such that
A ∪B = S? Given f and g as input, how many arithmetic operations does it take
to compute f ∪ g directly from the definition?

3.2. Moebius inversion. The principle of Moebius inversion states that any finite
partially ordered set (X,≤) has a pair of mutually inverse linear transformations,
the zeta transform and the Moebius transform, for manipulating functions f : X →
R. In particular, this applies to (2U ,⊆), and will reduce f ∪ g into a pointwise
product amenable for fast evaluation.

Lemma 19. A finite nonempty set has equally many subsets of even and odd size.

Proof. Let x ∈ U . Partition the subsets of U into pairs by associating S ⊆ U \ {x}
with S ∪ {x}. Exactly one set in each pair has even (odd) size. �

Exercise 20. Give an algebraic proof for Lemma 19. Hint: the Binomial Theorem
(x+ y)n =

∑n
i=0

(
n
i

)
xiyn−i.
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Let f : 2U → R. Define the zeta transform fζ : 2U → R by

(9) (fζ)(T ) def=
∑
S⊆T

f(S) for T ⊆ U.

Define the Moebius transform fµ : 2U → R by

(10) (fµ)(T ) def=
∑
S⊆T

(−1)|S|+|T |f(S) for T ⊆ U.

Observe that both (9) and (10) are examples of (1). Also observe that if we are
working over an abstract ring R, then “1” in (10) refers to the multiplicative identity
element of R.

Exercise 21. Given f as input, how many arithmetic operations does it take to
compute fζ directly from the definition?

For a logical proposition P , we use Iverson’s bracket notation [P ] as a shorthand
for 1 when P is true, and for 0 when P is false. This notation will be convenient
when simplifying nested sums, such as in the proof of the following lemma.

Lemma 22. The zeta- and Moebius transforms on (2U ,⊆) are mutual inverses.

Proof. We show that fζµ = f and leave fµζ = f as Exercise 23. Consider an
arbitrary S ⊆ U . We have

(fζµ)(S) =
∑
Q⊆S

(−1)|Q|+|S|(fζ)(Q) (definition)

=
∑
Q⊆S

(−1)|Q|+|S|
∑
P⊆Q

f(P ) (definition)

=
∑
Q

[Q ⊆ S](−1)|Q|+|S|
∑
P

[P ⊆ Q]f(P ) (to brackets)

=
∑
Q,P

[Q ⊆ S](−1)|Q|+|S|[P ⊆ Q]f(P ) (expand)

= (−1)|S|
∑
P

f(P )
∑
Q

(−1)|Q|[P ⊆ Q][Q ⊆ S] (collect)

= (−1)|S|
∑
P

f(P )
∑
Q

(−1)|Q|[P ⊆ Q ⊆ S] (simplify brackets)

= (−1)|S|
∑
P

f(P )[P ⊆ S]
∑

X⊆S\P
(−1)|P |+|X| (X def= Q \ P )

= (−1)|S|
∑
P

f(P )(−1)|P |[P = S] (Lemma 19)

= f(S) . (simplify sum)

�
Exercise 23. Show that fµζ = f .

Exercise 24. What do the matrices associated with ζ and µ look like if we consider
the subsets indexing the rows and columns of the matrices in lexicographic order?
Construct the matrices for small values of n. By looking at the matrices, can you
devise a fast recursion for computing fζ and fµ given f as input?
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Exercise 25. Generalize the zeta transform to functions f : X → R, where X is an
arbitrary finite set equipped with a partial order ≤. Prove that the zeta transform
on X is invertible. Derive an explicit form for the Moebius transform on your
favourite partially ordered set, say, the set of positive divisors of the integer n,
partially ordered by divisibility.

Define the pointwise product f · g : 2U → R by (f · g)(S) def= f(S)g(S) for S ⊆ U .

Lemma 26. (f ∪ g)ζ = (fζ) · (gζ).

Proof. For a T ⊆ U , we have

((f ∪ g)ζ)(T ) =
∑
S⊆T

(f ∪ g)(S) (definition)

=
∑
S⊆T

∑
A∪B=S

f(A)g(B) (definition)

=
∑
S

[S ⊆ T ]
∑
A,B

[A ∪B = S]f(A)g(B) (to brackets)

=
∑
S,A,B

[S ⊆ T ][A ∪B = S]f(A)g(B) (expand)

=
∑
A,B

f(A)g(B)
∑
S

[S ⊆ T ][A ∪B = S] (collect)

=
∑
A,B

f(A)g(B)
∑
S

[A ∪B = S ⊆ T ] (simplify brackets)

=
∑
A,B

f(A)g(B)[A ∪B ⊆ T ] (simplify sum)

=
∑
A,B

f(A)g(B)[A ⊆ T ][B ⊆ T ] (simplify brackets)

=
∑
A

[A ⊆ T ]f(A)
∑
B

[B ⊆ T ]g(B) (collect)

=
∑
A⊆T

f(A)
∑
B⊆T

g(B) (to sums)

= (fζ)(T )(gζ)(T ) . (definition)

�

By Moebius inversion, we can recover the union product by taking the Moebius
transform on both sides:

(11) f ∪ g = ((fζ) · (gζ))µ .

Again we may think of (11) as a circuit specification:

f ∪ gµ

f ζ

g ζ

·
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Exercise 27. (f1 ∪ f2 ∪ · · · ∪ fk)ζ = (f1ζ) · (f2ζ) · . . . · (fkζ).

Exercise 28. How many operations does it take to directly evaluate the right-hand
side of f ∪ f ∪ · · · ∪ f︸ ︷︷ ︸

k terms

= (fζ)·kµ ? What if we only want (f ∪ f ∪ · · · ∪ f)(U)?

3.3. Disjoint union product (subset convolution). Let us consider a variant
of the union product where we require the unions A ∪ B = S to be disjoint, that
is, that A ∩B = ∅ must also hold.

For brevity, let us write A
·∪ B = S as a shorthand for A∪B = S and A∩B = ∅.

More generally, let us write A1

·∪ A2

·∪ · · · ·∪ Ak = S for A1 ∪ A2 ∪ · · · ∪ Ak = S
and Ai ∩Aj = ∅ for all 1 ≤ i < j ≤ k.

Define the disjoint union product f
·∪ g : 2U → R by

(12) (f
·∪ g)(S) def=

∑
A
·∪B=S

f(A)g(B) for S ⊆ U.

The union product is also called the subset convolution because of the “convolution-
like” equivalent form

(f
·∪ g)(S) =

∑
T⊆S

f(T )g(S \ T ) .

Again observe that (12) is an instance of (2).

Exercise 29. (f
·∪ g)

·∪ h = f
·∪ (g

·∪ h).

Exercise 30. (f1
·∪ f2

·∪ · · · ·∪ fk)(S) =
∑
A1
·∪A2

·∪··· ·∪Ak=S
f1(A1)f2(A2) · · · fk(Ak).

Exercise 31. Given f and g as input, how many arithmetic operations does it take
to compute f

·∪ g directly using the convolution form?

Let us now reduce f
·∪ g via “polynomial extension” to the union product. The

following fact will provide the crux of the argument.

Lemma 32. For A,B, S ⊆ U we have A ∪ B = S and A ∩ B = ∅ if and only if
A ∪B = S and |A|+ |B| = |S|.

Let w be a polynomial indeterminate, and denote by R〈w〉 the associated univari-
ate polynomial ring with coefficients in R. For a polynomial p =

∑
i aiw

i ∈ R〈w〉,
denote by {wj}p the coefficient of the monomial wj in p, that is, {wj}p = aj .

Exercise 33. Can we use an R-arithmetic circuit to simulate an R〈w〉-arithmetic
circuit? What if we introduce an R〈w〉-arithmetic gate {wj} that takes as input
a polynomial and outputs (as a polynomial of degree zero) the coefficient of the
monomial wj for a constant j?

Exercise 34. Can we replace computations with explicit polynomials by compu-
tations with evaluations of such polynomials in sufficiently many distinct points
w = w0, w1, . . . , wd to enable recovery of the polynomial coefficients (as necessary)
via interpolation? Can we interpolate in an arbitrary ring?

Let us now proceed with the reduction. Suppose we are given f : 2U → R
and g : 2U → R as input. Define f 〈w〉 : 2U → R〈w〉 and g〈w〉 : 2U → R〈w〉 by
f 〈w〉(S) = f(S)w|S| and g〈w〉(S) = g(S)w|S| for S ⊆ U .
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Note in the following equality that the union product on the right-hand side is
evaluated in R〈w〉.

Lemma 35. (f
·∪ g)(S) = {w|S|}(f 〈w〉 ∪ g〈w〉)(S).

Proof.

{w|S|}(f 〈w〉 ∪ g〈w〉)(S) = {w|S|}
∑

A∪B=S

f 〈w〉(A)g〈w〉(B) (definition)

= {w|S|}
∑

A∪B=S

f(A)w|A|g(B)w|B| (definition)

=
∑

A∪B=S

{w|S|}f(A)w|A|g(B)w|B| (linearity)

=
∑

A∪B=S

{w|S|}f(A)g(B)w|A|+|B| (collect)

=
∑
A,B

[A ∪B = S]{w|S|}f(A)g(B)w|A|+|B| (to brackets)

=
∑
A,B

[A ∪B = S][|A|+ |B| = |S|]f(A)g(B) (definition)

=
∑
A,B

[A ∪B = S][A ∩B = ∅]f(A)g(B) (Lemma 32)

=
∑

A∪B=S
A∩B=∅

f(A)g(B) (to sums)

=
∑

A
·∪B=S

f(A)g(B) (definition)

= (f
·∪ g)(S) . (definition)

�

Again we may view the result as a circuit specification:

{w|S|}
ζ

ζ

〈w〉

〈w〉g

f

µ· f
·∪ g

Exercise 36. (f1
·∪ f2

·∪ · · · ·∪ fk)(S) = {w|S|}(f 〈w〉1 ∪ f 〈w〉2 ∪ · · · ∪ f 〈w〉k )(S).

Exercise 37. Consider the disjoint union product. Suppose we relax A∪B = S to
A,B ⊆ S, but still require that A ∩ B = ∅. Study the resulting “disjoint packing”
product. Can you reduce the disjoint packing product to the disjoint union product?

4. Two examples of algebraization

We consider two examples of algebraization and associated time–space tradeoffs
enabled by fast evaluation.
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4.1. Graph coloring. Let G be an undirected loopless graph with vertex set V .
A set I ⊆ V is independent in G if no two vertices in I are joined by an edge of
G. We say that G is k-colorable if there exist independent sets I1, I2, . . . , Ik such
that I1

·∪ I2
·∪ · · · ·∪ Ik = V . Such an ordered tuple (I1, I2, . . . , Ik) is a (proper)

k-coloring of G. Indeed, the intuition is that the vertices in Ii have “color” i; a
coloring is proper if and only if the ends of every edge have distinct colors.

The k-coloring problem asks, given a graph G and a positive integer k as input,
whether G has a proper k-coloring.

4.2. Algebraizing graph coloring. Denote by Z the ring of integers. Let f :
2V → Z be the indicator function for independent sets in G, that is, f(I) =
[I is independent in G] for I ⊆ V . Note that f is implicitly defined by the input
G.

The number of distinct proper k-colorings of G is, by an iterated application of
the disjoint union product,

(13)
∑

I1
·∪I2
·∪··· ·∪Ik=V

f(I1)f(I2) · · · f(Ik) = {w|V |}((f 〈w〉ζ)·kµ)(V ) .

Assuming that |V | = n and k = O(n), a direct evaluation of the right-hand side
of (13) requires O∗(3n) time and O∗(1) space, where O∗(·) hides a multiplicative
factor polynomial in n.

4.3. A time-space tradeoff via fast Moebius inversion. The evaluation of
product forms such as (13) can be expedited if sufficient space is available.

Lemma 38. The zeta transform on the subset lattice can be computed in O(2nn)
ring operations given space for O(2n) ring elements.

Proof. Recall that we assume U = {1, 2, . . . , n}. Identify S ⊆ U with the binary
string s = (s1, s2, . . . , sn) ∈ {0, 1}n by i ∈ S if and only if si = 1 for 1 ≤ i ≤ n.
In particular, we have [S ⊆ T ] =

∏n
i=1[si ≤ ti]. Thus, Yates’s algorithm with

x(s) ← f(S) and k(b, a) ← [a ≤ b] in (3) uses O(2nn) ring operations to compute
(fζ)(T ) = y(t) for all T ⊆ U . Storage for O(2n) ring elements suffices because zj
depends only on zj−1 in (5). �

Exercise 39. Show that the Moebius transform admits a similar tradeoff.

Theorem 40. The union product can be computed in O(2nn) ring operations given
space for O(2n) ring elements.

Proof. We take advantage of (11) and Lemma 38. Given f and g as input, compute
fζ and gζ, take the pointwise product (fζ) · (gζ), and finally compute the Moebius
transform ((fζ) · (gζ))µ to obtain f ∪ g. Each of the three steps takes O(2nn)
operations. �

Exercise 41. Show that the disjoint union product can be computed in O(2nn2)
ring operations given space for O(2n) ring elements.

Thus, given O∗(2n) space, we can solve graph coloring in O∗(2n) time by evalu-
ating the right-hand side of (13).

Exercise 42. Can you give other examples of natural “partitioning problems” that
can be solved using product forms such as (13)?
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Exercise 43. Algebraize the task of counting connected spanning subgraphs of a
given graph with n vertices. Develop an algorithm with O∗(2n) running time. Hint:
A graph with e edges has exactly 2e spanning subgraphs, each of which partitions
into one or more connected components.

4.4. Maximum satisfiability (MAX-SAT). Let x1, x2, . . . , xn be variables tak-
ing values in {0, 1}. A literal is a variable xi or its negation x̄i. A positive literal
xi (respectively, a negative literal x̄i) is satisfied by an assignment of values to the
variables if xi = 1 (respectively, xi = 0). A clause of length k (a k-clause) is a set
of k literals. A clause is satisfied if at least one of its literals is satisfied.

The k-satisfiability problem (k-SAT) asks, given a collection of k-clauses as input,
whether there exists an assignment of values to the variables such that all input
clauses are satisfied. The maximum k-satisfiability problem (MAX-k-SAT) asks,
given a collection of k-clauses as input, for the maximum number of input clauses
that can be satisfied by an assignment of values to the variables.

4.5. Algebraizing MAX-SAT. Suppose a collection of m clauses over n variables
has been given as input. Let us view an assignment of values to the variables
x1, x2, . . . , xn as an n-tuple t = (t1, t2, . . . , tn) ∈ {0, 1}n, where ti is the value
assigned to xi for 1 ≤ i ≤ n.

For an assignment t ∈ {0, 1}n, denote by N(t) the number of input clauses
satisfied by t. Introduce the generating function

(14) G(w) =
∑

t∈{0,1}n

wN(t) .

Observe that G(w) is a polynomial of degree at most m with nonnegative integer
coefficients that sum to 2n. In particular, the degree of G(w) is the maximum
number of input clauses that can be satisfied by an assignment.

4.6. A time-space tradeoff via fast matrix multiplication. We now restrict
to the case k = 2 (MAX-2-SAT). Assume that 3 divides n (if not, insert new
variables). Partition the variables arbitrarily into three types A,B,C so that there
are exactly n/3 variables of each type. Partition the input clauses into types A,B,C
so that a clause of type T does not contain a variable of type T . Because k = 2,
such a partition of the input clauses always exists.

We can now split an assignment t ∈ {0, 1}n into three sub-assignments a, b, c ∈
{0, 1}n/3 for the variables of each type. The number of satisfied input clauses splits
accordingly into

(15) N(t) = NC(a, b) +NB(a, c) +NA(b, c)

where NC , NB , and NA count the number of satisfied input clauses of each respec-
tive type. In particular, NT is independent of the sub-assignment to variables of
type T .

We proceed to split G(w) using (15) and recover a matrix product. Let N 〈w〉C ,
N
〈w〉
B , N 〈w〉A be matrices of size 2n/3×2n/3 with entries defined for a, b, c ∈ {0, 1}n/3

by

N
〈w〉
C (a, b) def= wNC(a,b), N

〈w〉
B (a, c) def= wNB(a,c), N

〈w〉
A (b, c) def= wNA(b,c).
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We now have

G(w) =
∑
a,b,c

wNC(a,b)+NB(a,c)+NA(b,c) (split to types)

=
∑
a,b,c

wNC(a,b)wNB(a,c)wNA(b,c) (expand)

=
∑
a,c

wNB(a,c)
∑
b

wNC(a,b)wNA(b,c) (collect)(16)

=
∑
a,c

N
〈w〉
B (a, c)

∑
b

N
〈w〉
C (a, b)N 〈w〉A (b, c) (in matrix form)

=
∑
a,c

N
〈w〉
B (a, c)

(
N
〈w〉
C N

〈w〉
A

)
(a, c). (to matrix product)

A trivial algorithm for MAX-2-SAT runs in O∗(2n) time and O∗(1) space. Using
(16), we can now trade space for time by first constructing the matrices N 〈w〉C , N 〈w〉B ,
N
〈w〉
A and then using fast matrix multiplication to determine the product N 〈w〉C N

〈w〉
A

in O((2n/3)ω+ε) ring operations for any fixed ε > 0, which leads to O∗(2(ω+ε)n/3)
time and O∗(22n/3) space for MAX-2-SAT.

Exercise 44. Observe that one can carry out the computations in (16) with evalu-
ations of the generating function G(w) at m+1 distinct points w = w0, w1, . . . , wm,
and then recover G(w) via interpolation.

5. Further exercises and remarks

5.1. Transforms on the subset lattice. The following exercises develop and
relate to each other some further transformations on the subset lattice.

Define the up-zeta transform fζ ′ : 2U → R by

fζ ′(T ) def=
∑
T⊆S

f(S) for T ⊆ U .

Define the up-Moebius transform fµ′ : 2U → R by

fµ′(T ) def=
∑
T⊆S

(−1)|S|+|T |f(S) for T ⊆ U .

Exercise 45. Observe that in matrix form we obtain ζ ′ from ζ by taking the trans-
pose. Similarly for µ′ and µ.

Define the complement transform fκ : 2U → R by

(fκ)(S) def= f(U \ S) for S ⊆ U.
Define the odd-negation transform fσ : 2U → R by

(fσ)(S) def= (−1)|S|f(S) for S ⊆ U.
Exercise 46. ζ ′ = κζκ, µ′ = κµκ, µ = σζσ, ζ = σµσ.

Exercise 47. ζ ′µ = ζκσ, ζµ′ = ζ ′σκ, µ′ζ = µσκ, µζ ′ = µ′κσ.

Exercise 48. Present a natural definition for δ def= ζκ. Show that δ = ζ ′σζ.
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Exercise 49. Define the intersection product f ∩ g : 2U → R by (f ∩ g)(S) def=∑
A∩B=S f(A)g(B) for S ⊆ U . Show that (f ∩ g)κ = (fκ)∪ (fκ). Take the up-zeta

transform of f ∩ g and simplify to a pointwise product. Establish (f ∩ g) ∩ h =
f ∩ (g ∩ h).

Exercise 50. Define the difference product f \ g : 2U → R by (f \ g)(S) def=∑
A\B=S f(A)g(B) for S ⊆ U . Show that f \ g = f ∩ (gκ).

Exercise 51. Define the Walsh–Hadamard transform (the Fourier transform on
the n-cube) fφ : 2U → R by (fφ)(S) def=

∑
T (−1)|S∩T |f(T ) for S ⊆ U . Show that

fφ2 = 2nf . Is φ invertible if R is an arbitrary ring?

Exercise 52. For A,B ⊆ U , define the symmetric difference A⊕ B def= (A \ B) ∪
(B \A). Define the symmetric difference product f ⊕ g : 2U → R by (f ⊕ g)(S) def=∑
A⊕B=S f(A)g(B) for S ⊆ U . Show that (f ⊕ g)φ = (fφ) · (gφ). Establish

(f ⊕ g)⊕ h = f ⊕ (g ⊕ h).

Exercise 53. Reduce the disjoint union product to the symmetric difference prod-
uct.

Exercise 54. Let f : 2U → R and k : 2U → R. Define the k-intersection transform
fτ∩k : 2U → R by (fτ∩k )(S) =

∑
T k(S ∩ T )f(T ) for S ⊆ U . Show that fτ∩k =

((kµ) · (fζ ′))ζ.

Exercise 55. Observe that φ reduces to τ∩k for a specific k. Simplify the pointwise
product form of the k-intersection product when k is 1 on sets of size j, and 0
elsewhere.

Exercise 56. Define similar k-union, k-difference, and k-symmetric difference
transforms. Reduce each to a pointwise product form.

Exercise 57. Are all the transforms in this section computable in O∗(2n) ring
operations given space for O∗(2n) ring elements?

5.2. Trimming. This section investigates “trimming” of transforms on 2U when
the input and output are restricted to subsets of 2U .

Our first objective is a “closure trimming lemma” for fast Moebius inversion.
Let F ⊆ 2U . Denote by ↑F the up-closure of F, that is, the set consisting of

the sets in F and all their supersets in 2U . Denote by ↓F the down-closure of F,
that is, the set consisting of the sets in F and all their subsets in 2U . Define the
elementwise complement of F by U\F def= {U\S : S ∈ F}.
Exercise 58. U\↑F = ↓U\F, U\↓F = ↑U\F.

Lemma 59. There exist algorithms that, given E ⊆ 2U and F ⊆ 2U as input,
construct an R-arithmetic circuit with input gates for f : F → R and output gates
that evaluate to any of fζ : E → R, fζ ′ : E → R, fµ : E → R, or fµ′ : E → R,
with construction time any of O∗(|↑E|+ |↑F|), O∗(|↑E|+ |↓F|), O∗(|↓E|+ |↑F|), or
O∗(|↓E|+ |↓F|).

Proof. Because µ = σζσ and µ′ = σζ ′σ, it suffices to consider ζ and ζ ′ only.
Because ζ ′ = κζκ, it suffices to consider ζ only. To evaluate fζ : E→ R it suffices
to consider f : ↓E→ R because f outside ↓E does not affect fζ in E.
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Time O∗(|↓E| + |F|). Consider Yates’s algorithm with k(0, 0) = 1, k(0, 1) = 0,
k(1, 0) = 1, and k(1, 1) = 1, that is, the output is the zeta transform of the input.
In this case any walk in the n-cube that has a 1 7→ 0 step has weight 0 because
k(0, 1) = 0. Thus, such walks may be discarded. Furthermore, all walks to vertices
in E that do not have a 1 7→ 0 step traverse only vertices in ↓E. Thus, Yates’s
algorithm in fact specifies an R-arithmetic circuit of size O(n|↓E|) with inputs and
outputs indexed by ↓E. The construction is completed by connecting the inputs in
F with corresponding input gates in the zeta circuit; any inputs to the zeta circuit
not in F are forced to 0.

Time O∗(|E| + |↑F|). Observe that fζ vanishes outside ↑F. Furthermore, all
walks to ↑F from F stay within ↑F. Restrict Yates to ↑F and output 0 outside ↑F.

Time O∗(|↑E| + |↓F|). Observe that ζ = ζ ′σζκ. Let us develop the right-hand
side into a sequential circuit by “meeting in the middle.”

F ζ ′ σ ζ κ E

Starting from the left, given the inputs at F, we have that the output of ζ ′ vanishes
outside ↓F. Starting from the right, the outputs at E require input at U\E for
κ. Thus, we require input for ζ at ↓U\E to evaluate the outputs at U\E. The
odd-negation layer σ thus requires input and output at ↓U\E. We now connect
the outputs of the left part with the corresponding inputs of the right part at
(↓F)∩ (↓U\E), and force any remaining inputs of the right part to 0. Observe that
↓U\E = U\↑E and that |U\↑E| = |↑E|. �
Exercise 60. Open problem: Can one evaluate fζ : E→ R for given E,F ⊆ 2U and
f : F → R using an R-arithmetic circuit of size O∗(|↑E|+ |F|) or O∗(|E|+ |↓F|)?

Let us sketch an application of Lemma 59 in counting long paths in graphs.
Recalling Exercise 49, consider the intersection product f ∩ g : E → R for given
f : F → R and g : G→ R. We have

f ∩ g = ((fζ ′) · (gζ ′))µ′.
Observe that (fζ ′) · (gζ ′) vanishes outside (↓F) ∩ (↓G). Thus, Lemma 59 implies
that we can evaluate f ∩ g in O∗(|↓E|+ |↓F|+ |↓G|) ring operations, given space for
O∗(|↓E|+ |↓F|+ |↓G|) ring elements. In particular, letting E = {∅}, we can evaluate
the sum

(17) (f ∩ g)(∅) =
∑

A∈F,B∈G
A∩B=∅

f(A)g(B)

in O∗(|↓F|+ |↓G|) ring operations, given space for O∗(|↓F|+ |↓G|) ring elements.
Now consider an undirected graph G with vertex set V , |V | = n. Suppose we

want to compute the number of (s, t)-paths of length k for given G, 1 ≤ k ≤ n− 1,
and distinct s, t ∈ V . (The length of a path is the number of edges in it.) For
simplicity, we assume that k is even.

Observe that every (s, t)-path of even length k has a unique midpoint v ∈ V \
{s, t} that splits the path into two halves of equal length; that is, into an (s, v)-path
and a (v, t)-path, both of length k/2.

We proceed to “count in halves” via (17). Let v ∈ V \ {s, t} and U = V \ {v}.
Let fv(A) be the number of (s, v)-paths in G with vertex set A∪{v}, and let gv(B)
be the number of (v, t)-paths in G with vertex set B ∪ {v}.
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Exercise 61. Design a dynamic programming algorithm that computes fv :
(
U
k/2

)→
Z and gv :

(
U
k/2

)→ Z in time O∗(
(
n
k/2

)
).

It now follows from (17) that we can count in time and space O∗(
(
n
k/2

)
) the

number of (s, t)-paths of length k in G, that is,∑
v∈V \{s,t}

∑
A,B∈(V \{v}

k/2 )
A∩B=∅

fv(A)gv(B).
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Abstract

We provide an introduction to the design and analysis of moder-
ately exponential-time branching algorithms via the study of a col-
lection of such algorithms among them algorithms for Maximum In-
dependent Set, SAT and 3-SAT. The tools for simple running time
analysis are presented. The limits of such an analysis including lower
bounds for the worst-case running time of some particular branching
algorithms are discussed. Some exercices are given.
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1 A First Independent Set Algorithm

We first study a simple branching algorithm for the Maximum Independent
Set algorithm. The algorithm uses the standard branching rule in MIS algo-
rithms. ”For every vertex v there is a maximum independent set containing
v, or there is a maximum independent set not containing v.” Note that when
deciding that v is in the independent set then all its neighbors cannot be in
it and thus they can be deleted safely. Therefore we may write the standard
branching rule of the IS problem, that can be applied to any vertex v, as
follows:

mis(G) = max(1 + mis(G−N [v]),mis(G − v)).

The algorithm applies this rule to any vertex v of degree at most three in
the current graph as long as this is possible. The recursion is stopped when
the current graph has maximum degree two, i.e. it is a union of cycles and
paths. In such a graph a maximum independent set can be computed in
polynomial time.

It is not difficult to see that this algorithm is correct and indeed re-
turns the size of a maximum independent set of the input graph. Usually
correctness of branching algorithms is not hard to see (if not obvious).

How shall one estimate the overall running time of such a branching
algorithm? There is a well-established procedure for such an analysis that is
based on using linear recurrences. For our algorithm let T (n) be the largest
number of leaves (graphs of maximum degree two) of an input graph on n
vertices for which the polynomial time algorithm is called. Then the running
time of the algorithm is O∗(T (n)). The branching rule implies

T (n) ≤ T (n− 1) + T (n− d(v) − 1) ≤ T (n− 1) + T (n− 4).

Thus we shall say that our branching rule has branching vector (1, d(v)+1)
and the worst case is achieved if d(v) = 3. The corresponding branching
vector is (1, 4).

It is knwon that all basic solutions of such a linear recurrence are of the
form αn where α is a root of the polynomial

xn = xn−1 + xn−4.

Since we want to upper bound the running time we are interested in the
largest solution of the characteristic polynomial. Fortunately it is known
that this is always the unique positive real root of the polynomial. Using
some system like Maple, Mathematica, Matlab etc. we obtain that our
algorithm has running time O∗(1.3803n).

This analysis does not seem to take into account what the algorithm is
really doing. Somehow with this tool we can analyze branching algorithms
without understanding well what happens during an execution. But can
this really provide the worst-case running time?

2



2 Fundamental Notions and Tools

We set up the scenario of a typical (moderately exponential time) branching
algorithm.

Such an algorithm consists of a collection of reduction rules and branch-
ing rules. There are also halting rules and it needs to be specified which rule
to apply on a particular instance. A reduction rule simplifies an instance
(without branching). A branching rule recursively calls subproblems of the
instance. The correctness of a branching algorithm follows from the correct-
ness of all its reduction and branching rules (which in many cases is easy to
see).

Search trees are very useful to illustrate an execution of a branching
algorithm and to facilitate the time analysis of a branching algorithm. A
search tree of an execution of a branching algorithm is obtained as follows:
assign the root node of the search to the input of the problem; recursively
assign a child to a node for each smaller instance reached by applying a
branching rule to the instance of the node. Note that we do not assign a
child to a node when an reduction rule is applied. Hence as long as the
algorithm applies reduction rules to an instance the instance simplifies but
the instance corresponds to the same node of the search tree.

What is the running time of a particular execution of the algorithm
on an input instance? To obtain an easy answer, we assume that during
its execution the running time of the algorithm corresponding to one node
is polynomial. Under this assumption, that is satisfied for all branching
algorithms to be presented, the running time of an execution is equal to the
number of nodes of the corresponding search tree up to a polynomial factor.

Thus analysing the worst-case running time of a branching algorithm
means to determine the maximum number of nodes in a search tree corre-
sponding to the execution of the algorithm on an input of size n, where n is
e.g. the number of vertices of a graph, the number of variables of a boolean
formula.

The time analysis of branching algorithms is based on upper bounding
the number of leaves of a search tree of an input of size n. Let T (n) be the
maximum number of leaves on any search tree of an input of size n. Now
each branching rule is analyzed separately and finally we use the worst-case
time over all branching rules as upper bound of the running time of the
algorithm.

Let b be a branching rule of the algorithm to be analyzed. Consider an
application of b to any instance of size n. Suppose it branches into r ≥ 2
subproblems of size at most n− t1, n− t2, . . . , n− tr, for all instances of size
n ≥ max{ti : i = 1, 2, . . . r}. Then we call �b = (t1, t2, . . . tr) the branching
vector of branching rule b. Hence

T (n) ≤ T (n− t1) + T (n− t2) + · · · + T (n− tr).

3



It is known that the largest solution of any linear recurrence obtained by a
branching algorithm is the unique positive real root of

xn − xn−t1 − xn−t2 − · · · − xn−tr = 0.

Sometimes this root is called the branching factor of branching vector �b.
Having computed the branching factors αi for every branching vector bi

we simply take the largest base αi to achieve an upper bound of the running
time: α = maxi αi. Then T (n) = O∗(αn) and the running time of the
branching algorithm is O∗(αn).

3 The Second Independent Set algorithm

The algorithm consists of one branching rule which is based on the fact
that if I is a maximal independent set of G, then if v is not in I, then at
least one of the neighbors is in I. This is because otherwise I ∪ {v} would
be an independent set, which contradicts the maximality of I. Hence the
algorithm picks a vertex of minimum degree and for each vertex from its
closed neighborhood it recursively computes a maximal independent set of
the current graph.

1 int mis(G = (V,E)) {
2 if(|V | = 0) return 0;
3 choose a vertex v of minimum degree in G
4 return 1 + max{mis(G−N [y]) : y ∈ N [v]};
5 }

To analyze the running time let G be the input graph of a subproblem.
Suppose the algorithm branches on a vertex v of minimum degree d(v). Let
y1, y2, . . . yd(v) be the neighbors of v in G. Thus for solving the subproblem
G the algorithm recursively solves the subproblems G−N [x], G−N [y1], . . .
,G−N [yd(v)]. Hence we obtain immediately the recurrence

T (n) ≤ T (n− d(v) − 1) +
d(v)∑
i=1

T (n− d(yi)− 1).

Since the algorithm is branching on a vertex of minimum degree, we have:
for all i = 1, 2, . . . , d(v), d(v) ≤ d(vi), n − d(vi)− 1 ≤ n − d(v) − 1 and, by
the monotonicity of T , T (n− d(vi)− 1) ≤ T (n− d(v)− 1). Consequently

T (n) ≤ T (n− d(v) − 1) +
d(v)∑
i=1

T (n− d(v) − 1) ≤ (d(v) + 1)T (n − d(v)− 1)
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Taking s = d(v) + 1, we establish the recurrence T (s) ≤ s T (n − s), which
has the solution T (s) = sn/s. Since this function has its maximum value for
integral s when s = 3, we obtain T (n) ≤ 3n/3. Hence the running time of
the algorithm is O∗(3n/3).

To mention some features of the algorithm. Any set of vertices selected
for an independent set in a leave of the search tree is a maximal independent
set of the input graph; and each maximal independent set corresponds to
at least one leaf of the search tree. Thus the algorithm can be used to
enumerate all maximal independent sets of a graph in time O∗(3n/3), and
hence a graph on n vertices has O∗(3n/3) maximal independent sets. This
provides a new and simpler proof the well-known combinatorial theorem of
Moon and Moser. Since the bound is tight we also obtain that the worst-case
running time of the algorithm is Θ∗(3n/3).

4 The Third Independent Set algorithm

We discuss various fundamental ideas of branching algorithms for the inde-
pendent set problem and use them to construct a Third Independent Set
algorithm.

The first one is a reduction rule called domination rule.

Lemma 1. Let G = (V,E) be a graph, let v and w be adjacent vertices of
G such that N [v] ⊆ N [w]. Then

α(G) = α(G− w).

Proof. We have to prove that G has a maximum independent set not con-
taining w. Let I be a maximum independent set of G such that w ∈ I.
Since w ∈ I no neighbor of v except w belongs to I. Hence I − w + v is
an independent set of G, and thus a maximum independent set of G not
containing w.

Now let us study the branching rules of our algorithm. The standard
branching has already been discussed:

α(G) = max(α(G −N [v]), α(G − v)).

Lemma 2. Let G = (V,E) be a graph and let v be a vertex of G. If no
maximum independent set of G contains v then every maximum independent
set of G contains at least two vertices of N(v).

Proof. Every maximum independent set of G is also a maximum indepen-
dent set of G− v. Suppose there is a maximum independent set I of G− v
containing at most one vertex of N(v). If I contains no vertex of N [v] then
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I + v is independent and thus I is not a maximum independent set, contra-
diction. Otherwise, let I ∩N(v) = {w}. Then I − w + v is an independent
set of G, and thus there is a maximum independent set of G containing v,
contradiction.

Using the above Lemma, standard branching has been refined recently.
Let N2(v) be the set of vertices in distance 2 to v in G, i.e. the set of the
neighbors of the neighbors of v, except v itself. A vertex w ∈ N2(v) is called
a mirror of v if N(v) \N(w) is a clique. Calling M(v) the set of mirrors of
v in G, the standard branching rule can be refined via mirrors.

Lemma 3. Let G = (V,E) be a graph and v a vertex of G. Then

α(G) = max(α(G−N [v]), α(G − (M(v) + v)).

Proof. If G has any maximum independent set containing v then α(G) =
α(G −N [v]) and the lemma is true. Otherwise suppose that no maximum
independent set of G contains v. Then every maximum independent set
of G contains two vertices of N(v). Since w is a mirror the vertex subset
N(v) \ N(w) is a clique, and thus at least one vertex of every maximum
independent set belongs to N(w). Consequently, no maximum independent
set contains w, and thus w can be safely discarded.

We call the corresponding rule mirror branching.
Lemma 2 also implies the following reduction rule that we call simplicial

rule.

Lemma 4. Let G = (V,E) be a graph and v be a vertex of G such that N [v]
is a clique. Then

α(G) = 1 + α(G−N [v]).

Proof. If G has a maximum independent set containing v then the lemma
is true. Otherwise, by Lemma 2 a maximum independent set must contain
two vertices of the clique N(v), which is impossible.

Sometimes our algorithm uses yet another branching rule. Let S ⊆ V be
a (small) separator of the graph G, i.e. G−S is disconnected. Then for any
maximum independent set I of G, I ∩ S is an independent set of G. Thus
we may branch into all possible independent sets of S.

Lemma 5. Let G be a graph, let S be a separator of G and let I(S) be the
set of all independent subsets of S. Then

α(G) = max
A∈I(S)

|A| + α(G − (S ∪N [A])).
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Our algorithm uses the corresponding separator branching only under
the following circumstances: the separator S is the set N2(v) and this set
is of size at most 2. Thus the branching is done in at most 4 subproblems
and for each of it is easy to find out the optimal choice among the vertices
of N [v].

The third Independent Set algorithm will be presented and analyzed
during the talk.

5 Two Algorithms for SAT

First we present the rules of the DPLL algorithm to solve the SAT prob-
lem from the early sixties. This branching algorithm has triggered a lot
of research in the SAT community and its ideas are used in modern SAT
solvers.

Then we study the algorithm of Monien and Speckenmeyer which was
the first one with a proven upper bound of O∗(cn) with c < 2 for 3-SAT.
Indeed this algorithm solves k − SAT for any fixed k ≥ 3 in time O∗(ck

n)
with ck < 2, where ck depends on k.

The algorithm recursively computes CNF formulas obtained by a partial
truth assignment of the input k-CNF formula, i.e. by fixing the boolean
value of some variables and literals, respectively, of F . Given any partial
truth assignment t of the k-CNF formula F the corresponding k-CNF for-
mula F ′ is obtained by removing all clauses containing a true literal, and by
removing all false literals. Hence the instance of any subproblem generated
by the algorithm is a k-CNF formula. The size of a k-CNF formula is its
number of variables.

We first study the branching rule of the algorithm. Let F be any k-CNF
formula and let c = (�1 ∨ �2 ∨ · · · ∨ �t) be any clause of F . Branching on
clause c means to branch into the following t subproblems obtained by fixing
the boolean values of some literals as described below:

• F1 : �1 = true

• F2 : �1 = false, �2 = true

• F3 : �1 = false, �2 = false, �3 = true

• Ft : �1 = false, �2 = false, · · · , �t−1 = false, �t = true

The branching rule says that F is satisfiable iff at least one Fi, i = 1, 2, . . . , t
is satisfiable, and this obviously is correct. Hence recursively solving all
subproblem instances Fi we can decide whether F is satisfiable.

Suppose F has n variables. Since the boolean values of i variables of
F are fixed to obtain the instance Fi, i = 1, 2, . . . , t, the number of (non
fixed) variables of Fi is n − i. Therefore the branching vector of this rule
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is (1, 2, . . . , t). To obtain the branching factor of (1, 2, . . . , t) we solve the
linear recurrence

T (n) ≤ T (n− 1) + T (n− 2) + · · ·+ T (n− t)

by computing the unique positive real root of

xt = xt−1 + xt−2 − xt−3 − · · · 1 = 0,

which is equivalent to
xt+1 − 2xt + 1 = 0.

For any clause of size t we denote the branching factor βt. Then β2 ≈ 1.6181,
β3 ≈ 1.8393, β4 ≈ 1.9276 and β5 ≈ 1.9660.

We note that on a clause of size 1, there is only one subproblem and thus
this is indeed a reduction rule. By adding some simple reduction rules for
termination saying that a formula containing an empty clause is unsatisfiable
and that the empty formula is satisfiable we would obtain a first branching
algorithm consisting essentially of the above branching rule. Of course we
may also add the reduction rule saying that if the formula is in 2-CNF then
a polynomial time algorithm will be used to decide whether it is satisfiable.
The running time of such a simple branching algorithm is O∗(βk

n) since
given a k-CNF as input all instances generated by the branching algorithm
are k-CNF, and thus every clause the algorithm branches on has size t ≤ k.

Notice that the branching factor βt depends on the size t of the clause c
chosen to branch on. Hence it is natural to aim at branching on clauses of
as small size as possible. Thus for every CNF formula being an instance of
a subproblem the algorithm chooses a clause of minimum size to branch on.
Using some nice logic insights one can guarantee that for an input k-CNF
the algorithm always branches on a clause of size at most k − 1 (except
possibly the very first branching). Such a branching algorithm solves k-SAT
in time O∗(αk

n) where αk = βk−1. Hence the algorithm solves 3-SAT in
time O(1.6181n).

6 Worst-Case Running Time and Lower Bounds

Lower bounds for the worst-case running time of branching algorithms are
of interest since the current tools for the running time analysis of branch-
ing algorithms (including Measure & Conquer) seem not strong enough to
establish the worst-case running time.

A lower bound of Ω∗(cn) to the (unknown) worst-case running time of a
particular branching algorithm is established by constructing instances and
showing that the algorithm needs running time Ω∗(cn) on those instances.
Clearly the goal is that lower and upper bound of the worst-case running
time of a particular algorithm are close.
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Theorem 1. The first Independent Set algorithm has worst case running
time Θ∗(αn), where α is the branching factor of (1, 4).

Proof. We need to prove the lower bound Ω∗(αn). To do this, consider
the graph Gn = ({1, 2, . . . , n}, E), where {i, j} ∈ E ⇔ |i − j| ≤ 3. For
this graph we assume that algorithm will solve ties by always choosing the
leftmost remaining vertex to branch on, which always has degree 3. Hence
on Gi, the algorithm branches into Gi−1 and Gi−4. Thus if the search tree
generated on Gn has T (n) leaves then T (n) ≤ T (n−1)+T (n−4), and thus
T (n) = Ω(αn).

Suppose we modify the first Independent Set algorithm such that it
branches on a maximum degree vertex. This will not change the upper
bound analysis, however the lower bound does not apply anymore. Is this a
coincidence or has the modified algorithm really a better worst-case running
time?

7 Memorization

Memorization in branching algorithms has been introduced by M. Robson.
The goal is to speed up the algorithm by storing already computed results
in a database to look them up instead of recomputing them many times on
different branches of the search tree.

The technique can be used to obtain algorithms with better upper
bounds on the running time. Unfortunately the technique leads to algo-
rithms needing exponential space, while the original branching algorithm
needs only polynomial space.

8 Branch & Recharge

This is a new approach to construct and analyse branching algorithms. The
key idea is to explicitely use weights in the algorithm to guarantee that the
running time is governed by few recurrences; and thus running time analysis
is easy. On the other hand, correctness is no longer obvious and needs a
careful analysis of the branching algorithm. A typical operation of such an
algorithm is a redistribution of the weights called recharging.

In the algorithm to be presented, every vertex is assigned a weight of 1 at
the beginning. A value ε > 0 is fixed depending on the problem. Then by a
recharging procedure, it is guaranteed that in each branching on any vertex
v the overall weight of the input decreases by 1 when not taking vertex v in
the solution set S, and it decreases by 1 + ε when selecting v in S. Hence
the only branching vector of the algorithm is (1, 1+ ε) and one immediately
obtains the running time.
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Exercices

The exercices are ordered from easy ones to research problems.

1. The HAMILTONIAN CIRCUIT problem can be solved in time O∗(2n) via
dynamic programming or inclusion-exclusion. Construct a O∗(3m/3) branch-
ing algorithm deciding whether a graph has a hamiltonian circuit, where m
is the number of edges.

2. Let G = (V, E) be a bicolored graph, i.e. its vertices are either red or blue.
Construct and analyze branching algorithms that for input G, k1, k2 decide
whether the bicolored graph G has an independent set I with k1 red and k2

blue vertices. What is the best running time you can establish?

3. Construct a branching algorithm for the 3-COLORING problem, i.e. for
given graph G it decides whether G is 3-colorable. The running time should
be O∗(3n/3) or even O∗(cn) for some c < 1.4.

4. Construct a branching algorithm for the DOMINATING SET problem on
graphs of maximum degree 3.

5. Is the following statement true for all graphs G. If w is a mirror of v and
there is a maximum independent set of G not containing v, then there is a
maximum independent set containing neither v nor w.

6. Modify the first IS algorithm such that it always branches on a maximum
degree vertex. Provide a lower bound. What is the worst-case running time
of this algorithm?

7. Construct a O∗(1.49n) branching algorithm to solve 3-SAT.
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H

C
ro

w
n

ru
le

fo
r

V
E

R
T

E
X

C
O

V
E

R
:

T
he

m
atching

needs
to

be
covered

and
w

e
can

assum
e

thatitis
covered

by
H

(m
akes

no
sense

to
use

vertices
of

C
)

⇒
(G
\

(H
∪

C
),

k
−
|H
|).

F
P

T
algorithm
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C
row

n
R

ed
u

ctio
n

K
ey

lem
m

a:

L
em

m
a:

G
iven

a
graph

G
w

ithoutisolated
vertices

and
an

integer
k

,in

polynom
ialtim

e
w

e
can

either

find
a

m
atching

ofsize
k

+
1

,⇒
N

o
solution!

find
a

crow
n

decom
position,⇒

R
educe!

or
conclude

thatthe
graph

has
atm

ost
3
k

vertices.
⇒

3
k

vertex
kernel!

T
his

gives
a

3k
vertex

kernelfor
V

E
R

T
E

X
C

O
V

E
R

.

F
P

T
algorithm
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–
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P
ro

o
f

L
em

m
a:

G
iven

a
graph

G
w

ithoutisolated
vertices

and
an

integer
k

,in

polynom
ialtim

e
w

e
can

either

find
a

m
atching

ofsize
k

+
1

,

find
a

crow
n

decom
position,

or
conclude

thatthe
graph

has
atm

ost
3
k

vertices.

F
or

the
proof,w

e
need

the
classicalK

őnig’s
T

heorem
.

τ
(G

)
:

size
ofthe

m
inim

um
vertex

cover
ν
(G

)
:

size
ofthe

m
axim

um
m

atching
(independentsetofedges)

T
h

eo
rem

:
[K

őnig,1931]If
G

is
b

ip
artite,then

τ
(G

)
=

ν
(G

)
F

P
T

algorithm
ic

techniques
–
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P
ro

o
f

L
em

m
a:

G
iven

a
graph

G
w

ithoutisolated
vertices

and
an

integer
k

,in

polynom
ialtim

e
w

e
can

either

find
a

m
atching

ofsize
k

+
1

,

find
a

crow
n

decom
position,

or
conclude

thatthe
graph

has
atm

ost
3
k

vertices.

P
ro

o
f:

F
ind

(greedily)
a

m
axim

alm
atching;

if
its

size
is

atleast
k

+
1

,then
w

e
are

done.
T

he
rest

ofthe
graph

is
an

independentset
I

.

F
ind

a
m

axim
um

m
atching/m

inim
um

vertex
cover

in
the

bipartite
graph

betw
een

X
and

I
.

I
X

F
P

T
algorithm

ic
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P
ro

o
f

L
em

m
a:

G
iven

a
graph

G
w

ithoutisolated
vertices

and
an

integer
k

,in

polynom
ialtim

e
w

e
can

either

find
a

m
atching

ofsize
k

+
1

,

find
a

crow
n

decom
position,

or
conclude

thatthe
graph

has
atm

ost
3
k

vertices.

P
ro

o
f:

C
ase

1:
T

he
m

inim
um

vertex
cover

con-

tains
atleastone

vertex
of

X

⇒
T

here
is

a
crow

n
decom

position.

C
ase

2:
T

he
m

inim
um

vertex
cover

contains
only

vertices
of

I⇒
Itcontains

every
vertex

of
I

⇒
T

here
are

atm
ost

2
k

+
k

vertices.

CH
X I

F
P

T
algorithm

ic
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D
U

A
L

O
F

V
E

R
T

E
X

C
O

L
O

R
IN

G

A
lso

know
n

as
S

A
V

IN
G

k
C

O
L

O
R

S.

Task:
G

iven
a

graph
G

and
an

integer
k

,find
a

vertex
coloring

w
ith

|V
(G

)|−
k

colors.

C
ro

w
n

ru
le

fo
r

D
U

A
L

O
F

V
E

R
T

E
X

C
O

L
O

R
IN

G
:

S
uppose

there
is

a
crow

n
decom

position
for

the
co

m
p

lem
en

t
g

rap
h

G
.

C
is

a
clique

in
G

:
each

vertex
needs

a

distinctcolor.

B
ecause

ofthe
m

atching,
H

can
be

colored

using
only

these|C
|

colors.

T
hese

colors
cannotbe

used
for

B
.

(G
\

(H
∪

C
),

k
−
|H
|)

B

C

H

F
P

T
algorithm

ic
techniques

–
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C
row

n
R

ed
u

ctio
n

fo
r

D
U

A
L

O
F

V
E

R
T

E
X

C
O

L
O

R
IN

G

U
se

the
key

lem
m

a
for

the
com

plem
ent

G
of

G
:

L
em

m
a:

G
iven

a
graph

G
w

ithoutisolated
vertices

and
an

integer
k

,in
polynom

ialtim
e

w
e

can
either

find
a

m
atching

ofsize
k

+
1

,⇒
Y

E
S

:w
e

can
save

k
colors!

find
a

crow
n

decom
position,⇒

R
educe!

or
conclude

thatthe
graph

has
atm

ost
3
k

vertices.

⇒
3
k

vertex
kernel!

T
his

gives
a

3k
vertex

kernelfor
D

U
A

L
O

F
V

E
R

T
E

X
C

O
L

O
R

IN
G

.
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S
u

n
fl

ow
er

L
em

m
a

F
P

T
algorithm
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S
u

n
fl

ow
er

lem
m

a

D
efi

n
itio

n
:

S
ets

S
1 ,

S
2 ,

.
.
.,

S
k

form
a

su
n

fl
o

w
er

ifthe
sets

S
i \

(S
1 ∩

S
2 ∩

···∩
S

k
)

are
disjoint.

petals
center

L
em

m
a:

[E
rdős

and
R

ado,1960]Ifthe
size

ofa
setsystem

is
greater

than

(p
−

1
)

d·
d
!

and
itcontains

only
sets

ofsize
atm

ost
d

,then
the

system
contains

a
sunflow

er
w

ith
p

petals.
F

urtherm
ore,in

this
case

such
a

sunflow
er

can
be

found
in

polynom
ialtim

e.

F
P

T
algorithm

ic
techniques
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S
u

n
fl

ow
ers

an
d

d
-H

IT
T

IN
G

S
E

T

d
-H

IT
T

IN
G

S
E

T:
G

iven
a

collectionS
ofsets

ofsize
atm

ost
d

and
an

integer

k
,find

a
set

S
of

k
elem

ents
thatintersects

every
setofS

.

petals
center

R
ed

u
ctio

n
R

u
le:

If
k

+
1

sets
form

a
sunflow

er,then
rem

ove
these

sets
from

S
and

add
the

center
C

toS
(S

does
nothitone

ofthe
petals,thus

ithas
to

hit

the
center).

Ifthe
rule

cannotbe
applied,then

there
are

atm
ost

k
d·

d
!
=

O
(k

d
)

sets.

F
P
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S
u

n
fl

ow
ers

an
d

d
-H

IT
T

IN
G

S
E

T

d
-H

IT
T

IN
G

S
E

T:
G

iven
a

collectionS
ofsets

ofsize
atm

ost
d

and
an

integer

k
,find

a
set

S
of

k
elem

ents
thatintersects

every
setofS

.

petals
center

R
ed

u
ctio

n
R

u
le

(varian
t):

S
uppose

k
+

1
sets

form
a

sunflow
er.

Ifthe
sets

are
disjoint⇒

N
o

solution.

O
therw

ise,rem
ove

one
ofthe

sets.

Ifthe
rule

cannotbe
applied,then

there
are

atm
ost

k
d·

d
!
=

O
(k

d
)

sets.
F

P
T

algorithm
ic

techniques
–
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G
rap

h
M

in
o

rs

N
eilR

obertson
P

aulS
eym

ourF
P

T
algorithm

ic
techniques

–
p.20/97

G
rap

h
M

in
o

rs

S
om

e
consequences

ofthe
G

raph
M

inors
T

heorem
give

a
quick

w
ay

of

show
ing

thatcertain
problem

s
are

F
P

T.

H
ow

ever,the
function

f
(k

)
in

the
resulting

F
P

T
algorithm

s
can

be
H

U
G

E
,

com
pletely

im
practical.

H
istory:

m
otivation

for
F

P
T.

P
arts

and
ingredients

ofthe
theory

are
usefulfor

algorithm
design.

N
ew

algorithm
ic

results
are

stillbeing
developed.

F
P

T
algorithm

ic
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–
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G
rap

h
M

in
o

rs

D
efi

n
itio

n
:

G
raph

H
is

a
m

in
o

r
G

(H
≤

G
)

if
H

can
be

obtained
from

G
by

deleting
edges,deleting

vertices,and
contracting

edges.

deleting
u

v

w

u

u

v

v

contracting
u

v

E
xam

p
le:

A
triangle

is
a

m
inor

ofa
graph

G
ifand

only
if

G
has

a
cycle

(i.e.,it

is
nota

forest).

F
P

T
algorithm

ic
techniques
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G
rap

h
m

in
o

rs

E
q

u
ivalen

t
d

efi
n

itio
n

:
G

raph
H

is
a

m
in

o
r

of
G

ifthere
is

a
m

apping
φ

that

m
aps

each
vertex

of
H

to
a

connected
subsetof

G
such

that

φ
(u

)
and

φ
(v

)
are

disjointif
u
6=

v
,and

if
u

v
∈

E
(G

),then
there

is
an

edge
betw

een
φ
(u

)
and

φ
(v

).

2

7
6

5
4

3
1

7
7

4
6

5

7 6 3
2

1
4

5

67
5
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M
in

o
r

clo
sed

p
ro

p
erties

D
efi

n
itio

n
:

A
setG

ofgraphs
is

m
in

o
r

clo
sed

ifw
henever

G
∈
G

and

H
≤

G
,then

H
∈
G

as
w

ell.

E
xam

p
les

o
f

m
in

o
r

clo
sed

p
ro

p
erties:

planar
graphs

acyclic
graphs

(forests)

graphs
having

no
cycle

longer
than

k

em
pty

graphs

E
xam

p
les

o
f

n
o

t
m

in
o

r
clo

sed
p

ro
p

erties:
com

plete
graphs

regular
graphs

bipartite
graphs

F
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F
o

rb
id

d
en

m
in

o
rs

LetG
be

a
m

inor
closed

setand
letF

be
the

setof“m
inim

albad
graphs”:

H
∈
F

if
H
6∈
G

,butevery
proper

m
inor

of
H

is
inG

.

C
h

aracterizatio
n

by
fo

rb
id

d
en

m
in

o
rs:

G
∈
G
⇐
⇒

∀
H
∈
F

,
H
6≤

G

T
he

setF
is

the
o

b
stru

ctio
n

set
ofpropertyG

.

T
h

eo
rem

:
[W

agner]A
graph

is
planar

ifand
only

ifitdoes
nothave

a
K

5
or

K
3

,3
m

inor.

In
other

w
ords:

the
obstruction

setofplanarity
isF

=
{
K

5
,
K

3
,3 }

.

D
oes

every
m

inor
closed

property
have

such
a

finite
characterization?

F
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G
rap

h
M

in
o

rs
T

h
eo

rem

T
h

eo
rem

:
[R

obertson
and

S
eym

our]E
very

m
inor

closed
propertyG

has
a

finite
obstruction

set.

N
o

te:
T

he
proofis

contained
in

the
paper

series
“G

raph
M

inors
I–X

X
”.

N
o

te:
T

he
size

ofthe
obstruction

setcan
be

astronom
icaleven

for
sim

ple
properties.

T
h

eo
rem

:
[R

obertson
and

S
eym

our]F
or

every
fixed

graph
H

,there
is

an

O
(n

3
)

tim
e

algorithm
for

testing
w

hether
H

is
a

m
inor

ofthe
given

graph
G

.

C
o

ro
llary:

F
orevery

m
inorclosed

propertyG
,there

is
an

O
(n

3
)

tim
e

algorithm
for

testing
w

hether
a

given
graph

G
is

inG
.

F
P
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A
p

p
licatio

n
s

P
L

A
N

A
R

F
A

C
E

C
O

V
E

R
:

G
iven

a
graph

G
and

an
integer

k
,find

an
em

bedding

ofplanar
graph

G
such

thatthere
are

k
faces

thatcover
allthe

vertices.

O
n

e
lin

e
arg

u
m

en
t:

F
or

every
fixed

k
,the

classG
k

ofgraphs
ofyes-instances

is
m

inor
closed.

⇓
F

or
every

fixed
k

,there
is

a
O

(n
3
)

tim
e

algorithm
for

P
L

A
N

A
R

F
A

C
E

C
O

V
E

R
.

N
o

te:
non-uniform

F
P

T.
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A
p

p
licatio

n
s

k
-L

E
A

F
S

P
A

N
N

IN
G

T
R

E
E

:
G

iven
a

graph
G

and
an

integer
k

,find
a

spanning

tree
w

ith
at

least
k

leaves.

Technicalm
odification:

Is
there

such
a

spanning
tree

for
atleastone

com
ponentof

G
?

O
n

e
lin

e
arg

u
m

en
t:

F
or

every
fixed

k
,the

classG
k

ofno-instances
is

m
inor

closed.

⇓
F

or
every

fixed
k

,
k

-L
E

A
F

S
P

A
N

N
IN

G
T

R
E

E
can

be
solved

in
tim

e
O

(n
3
).
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G
+

k
vertices

LetG
be

a
graph

property,and
letG

+
k
v

contain
graph

G
ifthere

is
a

set

S
⊆

V
(G

)
of

k
vertices

such
that

G
\

S
∈
G

.

S

L
em

m
a:

IfG
is

m
inor

closed,thenG
+

k
v

is
m

inor
closed

for
every

fixed
k

.
⇒

F
inding

the
sm

allest
k

such
thata

given
graph

is
inG

+
k
v

is
F

P
T.

IfG
=

forests⇒
G

+
k
v

=
graphs

thatcan
be

m
ade

acyclic
by

the
deletion

of
k

vertices⇒
F

E
E

D
B

A
C

K
V

E
R

T
E

X
S

E
T

is
F

P
T.

IfG
=

planar
graphs⇒

G
+

k
v

=
graphs

thatcan
be

m
ade

planar
by

the

deletion
of

k
vertices

(k
-apex

graphs)⇒
k

-A
P

E
X

G
R

A
P

H
is

F
P

T.

IfG
=

em
pty

graphs⇒
G

+
k
v

=
graphs

w
ith

vertex
cover

num
ber

at
m

ost
k
⇒

V
E

R
T

E
X

C
O

V
E

R
is

F
P

T.
F

P
T

algorithm
ic

techniques
–
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Tw
o

typ
es

o
f

p
ro

b
lem

s

W
e

h
ave

to
so

lve
so

m
e

p
ro

b
lem

s.

Typically
m

in
im

izatio
n

problem
s:

V
E

R
T

E
X

C
O

V
E

R
,

H
IT

T
IN

G
S

E
T,

D
O

M
IN

A
T

IN
G

S
E

T,
covering/stabbing

problem
s,graph

m
odification

problem
s,

.
.
.

B
ounded

search
trees,iterative

com
pression

W
e

h
ave

to
fi

n
d

so
m

eth
in

g
n

ice
h

id
d

en
so

m
ew

h
ere.

Typically
m

axim
izatio

n
problem

s:
k

-P
A

T
H

,
D

IS
JO

IN
T

T
R

IA
N

G
L

E
S,

k
-L

E
A

F
S

P
A

N
N

IN
G

T
R

E
E,

.
.
.

C
olor

coding,m
atroids

F
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F
o

rb
id

d
en

su
b

g
rap

h
s

F
P

T
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F
o

rb
id

d
en

su
b

g
rap

h
s

G
en

eralp
ro

b
lem

class:
G

iven
a

graph
G

and
an

integer
k

,transform
G

w
ith

atm
ost

k
m

odifications
(add/rem

ove
vertices/edges)

into
a

graph
having

propertyP
.

E
xam

p
le:

T
R

IA
N

G
L

E
D

E
L

E
T

IO
N

:
m

ake
the

graph
triangle-free

by
deleting

atm
ost

k

vertices.

B
ranching

algorithm
:

Ifthe
graph

is
triangle-free,then

w
e

are
done.

Ifthere
is

a
triangle

v
1
v
2
v
3 ,then

atleastone
of

v
1 ,

v
2 ,

v
3

has
to

be

deleted⇒
W

e
branch

into
3

directions.
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T
R

IA
N

G
L

E
D

E
L

E
T

IO
N

S
earch

tree:

height≤
k

+
1

v
2

T

v
1

v
3

T
he

search
tree

has
atm

ost
3

k
leaves

and
the

w
ork

to
be

done
is

polynom
ial

ateach
step⇒

O
∗
(3

k
)

tim
e

algorithm
.

N
o

te:
Ifthe

answ
er

is
“N

O
”,then

the
search

tree
has

exactly
3

k
leaves.

F
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H
ered

itary
p

ro
p

erties

D
efi

n
itio

n
:

A
graph

propertyP
is

h
ered

itary
iffor

every
G
∈
P

and
induced

subgraph
G
′

of
G

,w
e

have
G
′∈

P
as

w
ell.

E
xam

p
les:

triangle-free,bipartite,intervalgraph,planar

O
b

servatio
n

:
E

very
hereditary

propertyP
can

be
characterized

by
a

(finite
or

infinite)
setF

offorbidden
induced

subgraphs:

G
∈
P
⇔
∀
H
∈
F

,
H
6⊆

ind
G

T
h

eo
rem

:
IfP

is
hereditary

and
can

be
characterized

by
a

fi
n

ite
setF

of
for-

bidden
induced

subgraphs,then
the

graph
m

odification
problem

s
corresponding

toP
are

F
P

T.

F
P
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H
ered

itary
p

ro
p

erties

T
h

eo
rem

:
IfP

is
hereditary

and
can

be
characterized

by
a

fi
n

ite
setF

of

forbidden
induced

subgraphs,then
the

graph
m

odification
problem

s
corresponding

toP
are

F
P

T.

P
ro

o
f:

S
uppose

thatevery
graph

inF
has

atm
ost

r
vertices.

U
sing

brute
force,

w
e

can
find

in
tim

e
O

(n
r
)

a
forbidden

subgraph
(ifexists).

Ifa
forbidden

subgraph
exists,then

w
e

have
to

delete
one

ofthe
atm

ost
r

vertices
or

add/delete
one

ofthe
atm

ost (
r2 )

edges⇒
B

ranching
factor

is

a
constant

c
depending

onF
.

T
he

search
tree

has
atm

ost
c

k
leaves

and
the

w
ork

to
be

done
ateach

node
is

O
(n

r
).

F
P
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C
L

U
S

T
E

R
E

D
IT

IN
G

Task:
G

iven
a

graph
G

and
an

integer
k

,add/rem
ove

atm
ost

k
edges

such

thatevery
com

ponentis
a

clique
in

the
resulting

graph.

P
ropertyP

:
every

com
ponentis

a
clique.

F
orbidden

induced
subgraph:

O
∗
(3

k
)

tim
e

algorithm
.

F
P

T
algorithm
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C
H

O
R

D
A

L
C

O
M

P
L

E
T

IO
N

D
efi

n
itio

n
:

A
graph

is
ch

o
rd

alifitdoes
notcontain

an
induced

cycle
oflength

greater
than

3.

C
H

O
R

D
A

L
C

O
M

P
L

E
T

IO
N

:
G

iven
a

graph
G

and
an

integer
k

,add
atm

ost
k

edges
to

G
to

m
ake

ita
chordalgraph.

T
he

forbidden
induced

subgraphs
are

the
cycles

oflength
greater

3

⇒
N

ota
finite

set!

L
em

m
a:

A
tleast

k
−

3
edges

are
needed

to
m

ake
a

k
-cycle

chordal.

P
ro

o
f:

B
y

induction.
k

=
3

is
trivial.

C
k

C
k−

x
+

2

C
x

C
x

:
x
−

3
edges

C
k−

x
+

2 :
k
−

x
−

1
edges

C
k :

(x−
3
)
+

(k−
x−

1
)
+

1
=

k
−

3
edges
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C
H

O
R

D
A

L
C

O
M

P
L

E
T

IO
N

A
lgorithm

:

F
ind

an
induced

cycle
C

oflength
atleast4

(can
be

done
in

polynom
ial

tim
e).

Ifno
such

cycle
exists⇒

D
one!

If
C

has
m

ore
than

k
+

3
vertices⇒

N
o

solution!

O
therw

ise,one
ofthe

(|C
|2 )
−
|C
|≤

(k
+

3
)(k

+
2
)/

2−
k

=
O

(k
2
)

m
issing

edges
has

to
be

added ⇒
B

ranch!

S
ize

ofthe
search

tree
is

k
O

(
k
).

F
P

T
algorithm
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C
H

O
R

D
A

L
C

O
M

P
L

E
T

IO
N

–
m

o
re

effi
cien

tly

D
efi

n
itio

n
:

Triangulation
ofa

cycle.

C
k

L
em

m
a:

E
very

chordalsupergraph
ofa

cycle
C

contains
a

triangulation
ofthe

cycle
C

.

L
em

m
a:

T
he

num
ber

ofw
ays

a
cycle

oflength
k

can
be

triangulated
is

exactly

the
(k
−

2
)th

C
atalan

num
ber

C
k−

2
=

1

k
−

1 (
2
(k
−

2
)

k
−

2 )
≤

4
k
.
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C
H

O
R

D
A

L
C

O
M

P
L

E
T

IO
N

–
m

o
re

effi
cien

tly

A
lgorithm

:

F
ind

an
induced

cycle
C

oflength
atleast4

(can
be

done
in

polynom
ial

tim
e).

Ifno
such

cycle
exists⇒

D
one!

If
C

has
m

ore
than

k
+

3
vertices⇒

N
o

solution!

O
therw

ise,one
ofthe≤

4
|C
|

triangulations
has

to
be

in
the

solution⇒
B

ranch!

C
laim

:
S

earch
tree

has
atm

ost
T

k
=

4
k

leaves.

P
ro

o
f:

B
y

induction.
N

um
ber

ofleaves
is

atm
ost

T
k
≤

4
|C
|·

T
k−
|C
| ≤

4
|C
|·

4
k−
|C
|
=

4
k
.
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Iterative
co

m
p

ressio
n

F
P

T
algorithm
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techniques

–
p.41/97

Iterative
co

m
p

ressio
n

A
surprising

sm
all,butvery

pow
erfultrick.

M
ostusefulfor

deletion
problem

s:
delete

k
things

to
achieve

som
e

property.

D
em

onstration:
O

D
D

C
Y

C
L

E
T

R
A

N
S

V
E

R
S

A
L

aka
B

IP
A

R
T

IT
E

D
E

L
E

T
IO

N
aka

G
R

A
P

H
B

IP
A

R
T

IZ
A

T
IO

N
:

G
iven

a
graph

G
and

an
integer

k
,delete

k

vertices
to

m
ake

the
graph

bipartite.

F
orbidden

induced
subgraphs:

odd
cycles.

T
here

is
no

bound
on

the
size

ofodd
cycles.
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B
IP

A
R

T
IT

E
D

E
L

E
T

IO
N

S
olution

based
on

iterative
com

pression:

S
tep

1:
S

olve
the

an
n

o
tated

p
ro

b
lem

for
bipartite

graphs:

G
iven

a
bipartite

graph
G

,tw
o

sets
B

,
W
⊆

V
(G

),and
an

integer

k
,find

a
set

S
ofatm

ost
k

vertices
such

that
G
\

S
has

a
2-coloring

w
here

B
\

S
is

black
and

W
\

S
is

w
hite.

S
tep

2:
S

olve
the

co
m

p
ressio

n
p

ro
b

lem
for

generalgraphs:

G
iven

a
graph

G
,an

integer
k

,and
a

set
S
′

of
k

+
1

vertices
such

that
G
\

S
′

is
bipartite,find

a
set

S
of

k
vertices

such
that

G
\

S
is

bipartite.

S
tep

3:
A

pply
the

m
agic

ofiterative
com

pression
.
.
.
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S
tep

1:
T

h
e

an
n

o
tated

p
ro

b
lem

G
iven

a
bipartite

graph
G

,tw
o

sets
B

,
W
⊆

V
(G

),and
an

integer
k

,find
a

set
S

ofatm
ost

k
vertices

such
that

G
\

S
has

a
2-coloring

w
here

B
\

S
is

black
and

W
\

S
is

w
hite.

W

B
0

W
0

B

C

C
R

R

F
ind

an
arbitrary

2-coloring
(B

0
,
W

0
)

of
G

.
C

:=
(B

0 ∩
W

)∪
(W

0 ∩
B

)
should

change
color,w

hile

R
:=

(B
0 ∩

B
)∪

(W
0 ∩

W
)

should
rem

ain
the

sam
e

color.

L
em

m
a:

G
\

S
has

the
required

2-coloring
ifand

only
if

S
separates

C
and

R
,i.e.,no

com
ponentof

G
\

S
contains

vertices
from

both
C
\

S
and

R
\

S
.

F
P
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S
tep

1:
T

h
e

an
n

o
tated

p
ro

b
lem

L
em

m
a:

G
\

S
has

the
required

2-coloring
ifand

only
if

S
separates

C
and

R
,i.e.,no

com
ponentof

G
\

S
contains

vertices
from

both
C
\

S
and

R
\

S
.

P
ro

o
f:

⇒
In

a
2-coloring

of
G
\

S
,each

vertex
either

rem
ained

the
sam

e
color

or

changed
color.

A
djacentvertices

do
the

sam
e,thus

every
com

ponenteither
changed

or
rem

ained.

⇐
F

lip
the

coloring
ofthose

com
ponents

of
G
\

S
thatcontain

vertices
from

C
\

S
.

N
o

vertex
of

R
is

flipped.

A
lg

o
rith

m
:

U
sing

m
ax-flow

m
in-cuttechniques,w

e
can

check
ifthere

is
a

set

S
thatseparates

C
and

R
.

Itcan
be

done
in

tim
e

O
(k|E

(G
)|)

using
k

iterations
ofthe

F
ord-F

ulkerson
algorithm

.
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S
tep

2:
T

h
e

co
m

p
ressio

n
p

ro
b

lem

G
iven

a
graph

G
,an

integer
k

,and
a

set
S
′

of
k

+
1

vertices
such

that
G
\

S
′

is
bipartite,find

a
set

S
of

k
vertices

such
that

G
\

S
is

bipartite.

B
W

S
′

black
w

hite
deleted

B
ranch

into
3

k
+

1
cases:

each
vertex

of
S
′

is
either

black,w
hite,or

deleted.
Trivialcheck:

no
edge

betw
een

tw
o

black
or

tw
o

w
hite

vertices.

N
eighbors

ofthe
black

vertices
in

S
′

should
be

w
hite

and
the

neighbors
ofthe

w
hite

vertices
in

S
′

should
be

black.

F
P

T
algorithm

ic
techniques

–
p.46/97



S
tep

3:
Iterative

co
m

p
ressio

n

H
ow

do
w

e
geta

solution
ofsize

k
+

1
?

W
e

getitfor
free!

Let
V

(G
)
=
{
v
1
,
.
.
.
,
v

n }
and

let
G

i
be

the
graph

induced
by{

v
1
,
.
.
.
,
v

i }
.

F
or

every
i,w

e
find

a
set

S
i

ofsize
k

such
that

G
i \

S
i

is
bipartite.

F
or

G
k ,the

set
S

k
=
{
v
1
,
.
.
.
,
v

k }
is

a
trivialsolution.

If
S

i−
1

is
know

n,then
S

i−
1 ∪

{
v

i }
is

a
setofsize

k
+

1
w

hose
deletion

m
akes

G
i

bipartite⇒
W

e
can

use
the

com
pression

algorithm
to

find
a

suitable
S

i
in

tim
e

O
(3

k·
k|E

(G
i )|).
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S
tep

3:
Iterative

C
o

m
p

ressio
n

B
ipartite-D

eletion
(G

,
k
)

1.
S

k
=
{
v
1
,
.
.
.
,
v

k }
2.

for
i
:=

k
+

1
to

n

3.
Invariant:

G
i−

1 \
S

i−
1

is
bipartite.

4.
C

allC
om

pression
(G

i ,
S

i−
1 ∪

{
v

i }
)

5.
Ifthe

answ
er

is
“N

O
”⇒

return
“N

O
”

6.
Ifthe

answ
er

is
a

set
X
⇒

S
i
:=

X

7.
R

eturn
the

set
S

n

R
u

n
n

in
g

tim
e:

the
com

pression
algorithm

is
called

n
tim

es
and

everything

else
can

be
done

in
linear

tim
e

⇒
O

(3
k·

k|V
(G

)|·|E
(G

)|)
tim

e
algorithm

.
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C
o

lo
r

co
d

in
g

F
P
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C
o

lo
r

co
d

in
g

W
orks

bestw
hen

w
e

need
to

ensure
thata

sm
allnum

ber
of“things”

are

disjoint.

W
e

dem
onstrate

iton
tw

o
problem

s:

F
ind

an
s-t

path
oflength

exactly
k

.

F
ind

k
vertex-disjointtriangles

in
a

graph.

R
andom

ized
algorithm

,butcan
be

derandom
ized

using
a

standard

technique.

V
ery

robusttechnique,w
e

can
use

itas
an

“opening
step”

w
hen

investigating
a

new
problem

.
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k
-P

A
T

H

Task:
G

iven
a

graph
G

,an
integer

k
,tw

o
vertices

s,
t,find

a
sim

p
le

s-t
path

w
ith

exactly
k

internalvertices.

N
o

te:
F

inding
such

a
w

alk
can

be
done

easily
in

polynom
ialtim

e.

N
o

te:
T

he
problem

is
clearly

N
P

-hard,as
itcontains

the
s-t

H
A

M
ILT

O
N

IA
N

P
A

T
H

problem
.

T
he

k
-P

A
T

H
algorithm

can
be

used
to

check
ifthere

is
a

cycle
oflength

exactly
k

in
the

graph.
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k
-P

A
T

H

A
ssign

colors
from

[k
]

to
vertices

V
(G

)\{
s
,
t}

uniform
ly

and

independently
atrandom

.

t
s

C
heck

ifthere
is

a
co

lo
rfu

l
s-t

path:
a

path
w

here
each

color
appears

exactly
once

on
the

internalvertices;output“Y
E

S
”

or
“N

O
”.

Ifthere
is

no
s-t

k
-path:

no
such

colorfulpath
exists⇒

“N
O

”.

Ifthere
is

an
s-t

k
-path:

the
probability

thatsuch
a

path
is

colorfulis

k
!

k
k

>
(

ke
)

k

k
k

=
e
−

k
,

thus
the

algorithm
outputs

“Y
E

S
”

w
ith

atleastthatprobability.
F

P
T

algorithm
ic

techniques
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E
rro

r
p

ro
b

ab
ility

Ifthere
is

a
k

-path,the
probability

thatthe
algorithm

d
o

es
n

o
t

say
“Y

E
S

”

after
e

k
repetitions

is
atm

ost

(1−
e
−

k
)

e
k

< (
e
−

e −
k )

e
k

=
1
/
e
≈

0
.3

8

R
epeating

the
w

hole
algorithm

a
constantnum

ber
oftim

es
can

m
ake

the

error
probability

an
arbitrary

sm
allconstant.

F
or

exam
ple,by

trying
1
0
0·

e
k

random
colorings,the

probability
ofa

w
rong

answ
er

is
atm

ost
1
/
e
1
0
0.

Itrem
ains

to
see

how
a

colorful
s-t

path
can

be
found.

M
eth

o
d

1:
Trying

allperm
utations.

M
eth

o
d

2:
D

ynam
ic

program
m

ing.

F
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M
eth

o
d

1:
Tryin

g
allp

erm
u

tatio
n

s

T
he

colors
encountered

on
a

colorful
s-t

path
form

a
perm

utation
π

of

{
1
,
2
,
.
.
.
,
k}

:

s
t

π
(k

)
.
.
.

π
(2

)
π
(1

)

W
e

try
allpossible

k
!

perm
utations.

F
or

a
fixed

π
,itis

easy
to

check
ifthere

is

a
path

w
ith

this
order

ofcolors.

F
P
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M
eth

o
d

1:
Tryin

g
allp

erm
u

tatio
n

s

W
e

try
allpossible

k
!

perm
utations.

F
or

a
fixed

π
,itis

easy
to

check
ifthere

is

a
path

w
ith

this
order

ofcolors.

s
t

π
(1

)
π
(2

)
.
.
.

π
(k

)

E
dges

connecting
nonadjacentcolor

classes
are

rem
oved.

T
he

rem
aining

edges
are

directed.

A
llw

e
need

to
check

ifthere
is

a
directed

s-t
path.

R
unning

tim
e

is
O

(k
!·|E

(G
)|).
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M
eth

o
d

2:
D

yan
am

ic
P

ro
g

ram
m

in
g

W
e

introduce
2

k·|V
(G

)|
B

oolean
variables:

x
(v

,
C

)
=

T
R

U
E

for
som

e
v
∈

V
(G

)
and

C
⊆

[k
]

m
T

here
is

an
s-v

path
w

here
each

color
in

C
appears

exactly

once
and

no
other

color
appears.

C
learly,

x
(s

,∅
)
=

T
R

U
E

.
R

ecurrence
for

vertex
v

w
ith

color
r

:

x
(v

,
C

)
=

∨u
v∈

E
(
G

)

x
(u

,
C
\{

r}
)

Ifw
e

know
every

x
(v

,
C

)
w

ith|C
|
=

i,then
w

e
can

determ
ine

every
x
(v

,
C

)

w
ith|C

|
=

i
+

1⇒
A

llthe
values

can
be

determ
ined

in
tim

e
O

(2
k·|E

(G
)|).

T
here

is
a

colorful
s-t

path⇔
x
(v

,
[k

])
=

T
R

U
E

for
som

e
neighbor

of
t.
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D
eran

d
o

m
izatio

n

U
sing

M
ethod

2,w
e

obtain
a

O
∗
((2

e
)

k
)

tim
e

algorithm
w

ith
constanterror

probability.
H

ow
to

m
ake

itdeterm
inistic?

D
efi

n
itio

n
:

A
fam

ilyH
offunctions

[n
]→

[k
]

is
a

k
-p

erfect
fam

ily
ofhash

functions
iffor

every
S
⊆

[n
]

w
ith|S|

=
k

,there
is

a
h
∈
H

such
that

h
(x

)6=
h
(y

)
for

any
x

,
y
∈

S
,
x
6=

y
.

Instead
oftrying

O
(e

k
)

random
colorings,w

e
go

through
a

k
-perfectfam

ilyH
offunctions

V
(G

)→
[k

].
Ifthere

is
a

solution⇒
T

he
internalvertices

S
are

colorfulfor
atleastone

h
∈
H
⇒

A
lgorithm

outputs
“Y

E
S

”.

T
h

eo
rem

:
T

here
is

a
k

-perfectfam
ily

offunctions
[n

]→
[k

]
having

size
2

O
(
k
)
lo

g
n

.

⇒
T

here
is

a
d

eterm
in

istic
2

O
(
k
)·

n
O

(
1
)

tim
e

algorithm
for

the
k

-P
A

T
H

prob-

lem
.

F
P

T
algorithm

ic
techniques

–
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k
-D

IS
J

O
IN

T
T

R
IA

N
G

L
E

S

Task:
G

iven
a

graph
G

and
an

integer
k

,find
k

vertex
disjointtriangles.

S
tep

1:
C

hoose
a

random
coloring

V
(G

)→
[3

k
].

S
tep

2:
C

heck
ifthere

is
a

colorfulsolution,w
here

the
3
k

vertices
ofthe

k

triangles
use

distinctcolors.

M
eth

o
d

1:
try

every
perm

utation
π

of
[3

k
]

and
check

ifthere
are

triangles

w
ith

colors
(π

(1
),

π
(2

),
π
(3

)),
(π

(4
),

π
(5

),
π
(6

)),
.
.
.

M
eth

o
d

2:
dynam

ic
program

m
ing.

F
or

C
⊆

[3
k
]

and|C
|
=

3
i,let

x
(C

)
=

T
R

U
E

ifand
only

ifthere
are|C

|/
3

disjointtriangles
using

exactly

the
colors

in
C

.

x
(C

)
=

∨
{

c
1

,c
2

,c
3 }⊆

C

(x
(C
\{

c
1
,
c
2
,
c
3 }

)∧
∃△

w
ith

colors
c
1
,
c
2
,
c
3
)

F
P

T
algorithm

ic
techniques

–
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k
-D

IS
J

O
IN

T
T

R
IA

N
G

L
E

S

S
tep

3:
C

olorfulsolution
exists

w
ith

probability
atleast

e
−

3
k,w

hich
is

a
low

er

bound
on

the
probability

ofa
correctansw

er.

R
u

n
n

in
g

tim
e:

constanterror
probability

after
e
3

k
repetitions⇒

running
tim

e
is

O
∗
((2

e
)
3

k
)

(using
M

ethod
2).

D
eran

d
o

m
izatio

n
:
3
k

-perfectfam
ily

offunctions
instead

ofrandom
coloring.

R
unning

tim
e

is
2

O
(
k
)·

n
O

(
1
).

F
P

T
algorithm

ic
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C
o

lo
r

co
d

in
g

W
e

have
seen

thatcolor
coding

can
be

used
to

find
paths,cycles

oflength
k

,

or
a

setof
k

disjointtriangles.

W
hatother

structures
can

be
found

efficiently
w

ith
this

technique?

T
he

key
is

treew
idth:

T
h

eo
rem

:
G

iven
tw

o
graph

H
,
G

,itcan
be

decided
if

H
is

a
subgraph

of
G

in

tim
e

2
O

(|V
(
H

)|)·|V
(G

)| O
(
w

),w
here

w
is

the
treew

idth
of

G
.

T
hus

if
H

belongs
to

a
class

ofgraphs
w

ith
bounded

treew
idth,then

the

subgraph
problem

is
F

P
T.

F
P

T
algorithm

ic
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M
atro

id
T

h
eo

ry

F
P

T
algorithm

ic
techniques

–
p.61/97

M
atro

id
T

h
eo

ry

M
atroids:

a
classicalsubjectofcom

binatorialoptim
ization.

M
atroids

lurk
behind

m
atching,flow

,spanning
tree,and

som
e

linear

algebra
problem

s.

A
generalF

P
T

resultthatcan
be

used
to

show
thatsom

e
concrete

problem
s

are
F

P
T.

F
P
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M
atro

id
s

D
efi

n
itio

n
:

A
setsystem

M
over

E
is

a
m

atro
id

if

(1)∅
∈
M

.

(2)
If

X
∈

M
and

Y
⊆

X
,then

Y
∈
M

.

(3)
If

X
,
Y
∈

M
and|X

|
>
|Y
|,then∃

e
∈

X
such

that
Y
∪
{
e}
∈
M

.

E
xam

p
le:M

=
{∅

,
1
,
2
,
3
,
1
2
,
1
3}

is
a

m
atroid.

E
xam

p
le:M

=
{∅

,
1
,
2
,
1
2
,
3}

is
nota

m
atroid.

If
x
∈
M

,then
w

e
say

that
X

is
in

d
ep

en
d

en
t

in
m

atroidM
.

F
P

T
algorithm

ic
techniques
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Tran
sversalm

atro
id

Fact:
Let

G
(A

,
B

;
E

)
be

a
bipartite

graph.
T

hose
subsets

of
A

thatcan
be

covered
by

a
m

atching
form

a
m

atroid.b
3

a
1

b
4

b
5

a
2

a
3

a
4

a
5

b
1

b
2

(1)
T

he
em

pty
setcan

be
clearly

covered.

(2)
If

X
can

be
covered,then

every
subset

Y
⊆

X
can

be
covered.

(3)
S

uppose
|X
|

>
|Y
|

and
they

are
covered

by
m

atchings
M

X
and

M
Y

,

respectively.
T

here
is

a
com

ponent
of

M
X
∪

M
Y

containing
m

ore
red

edges

than
blue

edges.
W

e
can

augm
ent

M
Y

along
this

path.

F
P

T
algorithm
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L
in

ear
m

atro
id

s

Fact:
Let

A
be

m
atrix

and
let

E
be

the
setofcolum

n
vectors

in
A

.
T

he

subsets
E
′⊆

E
thatare

linearly
independentform

a
m

atroid.

P
ro

o
f:

(1)
and

(2)
are

clear.

(3)
If|X

|
>
|Y
|

and
both

ofthem
are

linearly
independent,then

X
spans

a
subspace

w
ith

larger
dim

ension
than

Y
.

T
hus

X
contains

a
vector

v
not

spanned
by

Y
⇒

Y
∪
{
v}

is
linearly

independent.

E
xam

p
le:

a
b

c
d


1

0
2

3

0
1

4
6 

⇒
M

=
{∅

,
a
,
b
,
c
,
d
,
a
b
,
a
c
,
a
d
,
b
c
,
b
d}

F
P
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R
ep

resen
tatio

n

IfM
is

the
m

atroid
ofthe

colum
ns

ofa
m

atrix
A

,then
A

is
a

rep
resen

tatio
n

of
M

.

If
A

is
a

m
atrix

over
a

field
F

,thenM
is

rep
resen

tab
le

overF
.

IfM
is

representable
over

som
e

field
F

,thenM
is

lin
ear.

T
here

are
non-linear

m
atroids

(i.e.,they
cannotbe

represented
over

any

field).

F
P
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Tran
sversalm

atro
id

s
are

lin
ear

Fact:
Let

G
(A

,
B

;
E

)
be

a
bipartite

graph.
T

hose
subsets

of
A

thatcan
be

covered
by

a
m

atching
form

a
linear

m
atroid.

a
1

b
5

b
4

b
3

b
2

b
1

a
5

a
4

a
3

a
2

a
1

a
2

a
3

a
4

a
5

b
1

b
2

b
3

b
4

b
5



?
0

0
0

0

?
?

0
0

0

0
?

0
?

0

?
0

?
?

?

0
0

0
?

?


C

onstructthe
bipartite

adjacency
m

atrix:
if

a
i

and
b

j
are

neighbors,then
the

i-th
elem

entofrow
j

is
a

random
integer

betw
een

1
and

N
.

E
lem

ents
can

be
m

atched⇒
T

he
determ

inant
is

nonzero
w

ith
high

probability

(S
chw

artz-Z
ippel)

F
P
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F
P

T
resu

lt

M
ain

resu
lt:

LetM
be

a
linear

m
atroid

over
E

,given
by

a
representation

A
.

LetS
be

a
collection

ofsubsets
of

E
,each

ofsize
atm

ost
ℓ.

Itcan
be

decided
in

random
ized

tim
e

f
(k

,
ℓ)·

n
O

(
1
)

w
hetherM

has
an

independentsetthatis

the
union

of
k

disjointsets
from

S
.

Im
m

ed
iate

ap
p

licatio
n

:
k

-D
IS

JO
IN

T
T

R
IA

N
G

L
E

S
is

(random
ized)

F
P

T
(letS

be
the

setofalltriangles
in

the
graph).

Tw
o

notso
obvious

applications:

R
E

L
IA

B
L

E
T

E
R

M
IN

A
L

S

A
S

S
IG

N
M

E
N

T
W

IT
H

C
O

U
P

L
E

S

F
P
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R
E

L
IA

B
L

E
T

E
R

M
IN

A
L

S

Let
D

be
a

directed
graph

w
ith

a
source

vertex
s

and
a

subset
T

ofvertices.

Task:
S

elect
k

term
inals

t
1
,
.
.
.
,
t
k
∈

T
,and

ℓ
paths

from
s

to
each

t
i

such
thatthese

k
·
ℓ

paths
are

pairw
ise

internally
vertex

disjoint.

s
T

k
=

2
,
ℓ

=
3

T
h

eo
rem

:
T

he
problem

can
be

solved
in

random
ized

tim
e

f
(k

,
ℓ)·

n
O

(
1
).

F
P
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R
E

L
IA

B
L

E
T

E
R

M
IN

A
L

S

A
technicaltrick:

replace
each

t∈
T

w
ith

ℓ
copies,and

replace
s

w
ith

a
set

S

of
k
·
ℓ

copies.

S
T

k
=

2
,
ℓ

=
3

N
ow

ifa
term

inal
t

is
selected,then

w
e

should
connectthe

ℓ
copies

of
t

w
ith

ℓ

differentvertices
of

S
.

Fact:
[P

erfect]Let
D

be
a

directed
graph

and
S

a
subsetofvertices.

T
hose

subsets
X

thatcan
be

reached
from

S
by

disjointpaths
form

a
m

atroid.

F
P

T
algorithm

ic
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–
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R
E

L
IA

B
L

E
T

E
R

M
IN

A
L

S

Fact:
[P

erfect]Let
D

be
a

directed
graph

and
S

a
subsetofvertices.

T
hose

subsets
X

thatcan
be

reached
from

S
by

disjointpaths
form

a
m

atroid.

T
he

problem
is

equivalentto
finding

k
blocks

w
hose

union
is

independentin

this
m

atroid⇒
W

e
can

solve
itin

random
ized

tim
e

f
(k

,
ℓ)·

n
O

(
1
).

T
he

m
atroid

is
actually

a
transversalm

atroid
of

an
appropriately

defined
bipar-

tite
graph,hence

itis
linear

and
w

e
can

constructa
representation

for
it.
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A
S

S
IG

N
M

E
N

T
W

IT
H

C
O

U
P

L
E

S

Task:
A

ssign
people

to
jobs

(bipartite
m

atching).

H
ow

ever,the
setofpeople

includes
couples

and
the

m
em

bers
ofa

couple
cannotbe

assigned
independently

(say,they
w

antto
be

in
the

sam
e

tow
n).

Task:
G

iven

a
setofsingles

and
a

listofsuitable
jobs

for
each

single,

a
setofcouples

and
a

listofsuitable
pairs

ofjobs
for

each
couple,

assign
a

job
to

each
single

and
a

pair
ofjobs

to
each

couple.

T
h

eo
rem

:
A

S
S

IG
N

M
E

N
T

W
IT

H
C

O
U

P
L

E
S

is
random

ized
F

P
T

param
eterized

by
the

num
ber

k
ofcouples.
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P
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A
S

S
IG

N
M

E
N

T
W

IT
H

C
O

U
P

L
E

S

J
:

jobs,
S

:
singles,

C
:

couples

Let
X
⊆

J
be

inM
ifand

only
if

S
has

a
m

atching
w

ith
J
\

X
.

L
em

m
a:M

is
m

atroid.

LetM
′

be
the

m
atroid

over
J
∪

C
such

that
X
∈
M

′⇔
X
∩

J
∈
M

.

C

J

F
or

each
couple

c∈
C

and
suitable

pair{
j
1
,
j
2 }

,add
triple{

c
,
j
1
,
j
2 }

toS
.

T
he

k
couples

and
allthe

singles
can

be
a

assigned
a

job

m
T

here
are

k
disjointtriples

inS
w

hose
union

is
independentinM

′

F
P

T
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C
u

t
p

ro
b

lem
s

F
P

T
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M
U

LT
IW

A
Y

C
U

T

Task:
G

iven
a

graph
G

,a
set

T
ofvertices,and

an
integer

k
,find

a
set

S
ofat

m
ost

k
edges

thatseparates
T

(each
com

ponentof
G
\

S
contains

atm
ost

one
vertex

of
T

).

P
olynom

ialfor|T|
=

2
,butN

P
-hard

for|T|
=

3
.

T
h

eo
rem

:
M

U
LT

IW
A

Y
C

U
T

is
F

P
T

param
eterized

by
k

.

S

Y
X

δ
(R

):
setofedges

leaving
R

λ
(X

,
Y

):
m

inim
um

num
ber

ofedges
in

an
(X

,
Y

)-separator

F
P

T
algorithm
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–
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S
u

b
m

o
d

u
larity

Fact:
T

he
function

δ
is

su
b

m
o

d
u

lar:
for

arbitrary
sets

A
,
B

,

|δ
(A

)|
+
|δ

(B
)|
≥

|δ
(A
∩

B
)|

+
|δ

(A
∪

B
)|

P
ro

o
f:

D
eterm

ine
separately

the
contribution

ofthe
differenttypes

ofedges.

B
A

F
P
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S
u

b
m

o
d

u
larity

C
o

n
seq

u
en

ce:
T

here
is

a
unique

m
axim

al
R

m
ax ⊇

X
such

that
δ
(R

m
ax )

is
an

(X
,
Y

)-separator
ofsize

λ
(X

,
Y

).

P
ro

o
f:

Let
R

1
,
R

2 ⊇
X

be
tw

o
sets

such
that

δ
(R

1
),

δ
(R

2
)

are
(X

,
Y

)-separators
ofsize

λ
:=

λ
(X

,
Y

).

R
2

R
1

YX

|δ
(R

1
)|

+
|δ

(R
2
)|

≥
|δ

(R
1 ∩

R
2
)|

+
|δ

(R
1 ∪

R
2
)|

λ
λ

≥
λ

⇒
|δ

(R
1 ∪

R
2
)|≤

λ

N
o

te:
A

nalogous
resultholds

for
a

unique
m

inim
al

R
m

in .
F

P
T

algorithm
ic

techniques
–
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M
U

LT
IW

A
Y

C
U

T

In
tu

itio
n

:
C

onsider
a

t∈
T

.
A

subsetofthe
solution

separates
t

and
T
\{

t}
.

t

T
here

are
m

any
such

separators.

B
uta

separator
farther

from
t

and
closer

to
T
\{

t}
seem

s
to

be
m

ore
useful.

F
P
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Im
p

o
rtan

t
sep

arato
rs

D
efi

n
itio

n
:

A
n

(X
,
Y

)-separator
δ
(R

)
(R
⊇

X
)

is
im

p
o

rtan
t

ifthere
is

no

(X
,
Y

)-separator
δ
(R

′)
w

ith
R
⊂

R
′

and|δ
(R

′)|≤
|δ

(R
)|.

X
Y

F
P
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Im
p

o
rtan

t
sep

arato
rs

L
em

m
a:

Let
t∈

T
.

T
he

M
U

LT
IW

A
Y

C
U

T
problem

has
a

solution
S

such
that

S

contains
an

im
portant

(t,
T
\{

t}
)-separator.

P
ro

o
f:

Let
R

be
the

vertices
reachable

from
t

in
G
\

S
.

t

R
v

u

R
′

If
δ
(R

)
is

notim
portant,then

there
is

an
im

portantseparator
δ
(R

′)
that

dom
inates

it.
R

eplace
S

w
ith

S
′
:=

(S
\

δ
(R

))∪
δ
(R

′)
(|S

′|≤
|S|).

A
u

-v
path

in
G
\

S
′

im
plies

a
u

-t
path,a

contradiction.
F

P
T

algorithm
ic

techniques
–
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Im
p

o
rtan

t
sep

arato
rs

L
em

m
a:

T
here

are
atm

ost
4

k
im

portant
(X

,
Y

)-separators
ofsize

atm
ost

k
.

E
xam

p
le:

X Y

k
/
2

1
2

T
here

are
exactly

2
k

/
2

im
portant

(X
,
Y

)-separators
of

size
at

m
ost

k
in

this

graph.
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Im
p

o
rtan

t
sep

arato
rs

L
em

m
a:

T
here

are
atm

ost
4

k
im

portant
(X

,
Y

)-separators
ofsize

atm
ost

k
.

P
ro

o
f:

F
irstw

e
show

that
R

m
ax ⊆

R
for

every
im

portantseparator
δ
(R

).

|δ
(R

m
ax )|

+
|δ

(R
)|

≥
|δ

(R
m

ax ∩
R

)|
+

|δ
(R

m
ax ∪

R
)|
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Abstract

Through this lecture note we try to provide a portal into the emerging filed of ker-
nelization. We exhibit through examples various tools to prove both lower and upper
bounds on the kernel sizes.

1 Introduction

Preprocessing (data reduction or kernelization) as a strategy of coping with hard problems is
universally used in almost every implementation. The history of preprocessing, like applying
reduction rules to simplify truth functions, can be traced back to the 1950’s [16]. A natural
question in this regard is how to measure the quality of preprocessing rules proposed for a
specific problem. For a long time the mathematical analysis of polynomial time preprocess-
ing algorithms was neglected. The basic reason for this anomaly was that if we start with
an instance I of an NP-hard problem and can show that in polynomial time we can replace
this with an equivalent instance I ′ with |I ′| < |I| then that would imply P=NP in classi-
cal complexity. The situation changed drastically with advent of parameterized complexity.
Combining tools from parameterized complexity and classical complexity it has become pos-
sible to derive upper and lower bounds on the sizes of reduced instances, or so called kernels.
Importance of preprocessing and the mathematical challenges it poses is beautifully expressed
in the following quote by Fellows.

It has become clear, however, that far from being trivial and uninteresting, that
pre-processing has unexpected practical power for real world input distributions,
and is mathematically a much deeper subject than has generally been understood.

Working View Point on Kernel: In parameterized complexity each problem instance
comes with a parameter k and the parameterized problem is said to admit a polynomial
kernel if there is a polynomial time algorithm (the degree of polynomial is independent of
k), called a kernelization algorithm, that reduces the input instance down to an instance
with size bounded by a polynomial p(k) in k, while preserving the answer. This reduced
instance is called a p(k) kernel for the problem. If p(k) = O(k), then we call it a linear
kernel. Kernelization has been extensively studied in the realm of parameterized complexity,

∗Department of Infomatics, University of Bergen, Norway. {daniello|saket.saurabh}@ii.uib.no.

1



resulting in polynomial kernels for a variety of problems. Notable examples include a 2k-
sized vertex kernel for Vertex Cover [6], a 355k kernel for Dominating Set on planar
graphs [1], which later was improved to a 67k kernel [5], and an O(k2) kernel for Feedback

Vertex Set [18] parameterized by the solution size.

2 Basic Definitions

A parameterized problem L is a subset of Σ∗×N for some finite alphabet Σ. An instance of
a parameterized problem consists of (x, k), where k is called the parameter. A central notion
in parameterized complexity is fixed parameter tractability (FPT) which means for a given
instance (x, k) solvability in time f(k) · p(|x|), where f is an arbitrary function of k and p

is a polynomial in the input size. The notions of kernelization and composition are formally
defined as follows.

Definition 1. A kernelization algorithm, or in short, a kernel for a parameterized problem
Q ⊆ Σ∗ × N is an algorithm that, given (x, k) ∈ Σ∗ × N, outputs in time polynomial in
|x| + k a pair (x′, k′) ∈ Σ∗ × N such that (a) (x, k) ∈ Q if and only if (x′, k′) ∈ Q and (b)
|x′|+k′ ≤ g(k), where g is an arbitrary computable function. The function g is referred to as
the size of the kernel. If g is a polynomial function then we say that Q admits a polynomial
kernel.

We close with some definitions from graph theory. Let G = (V,E) be a graph. For a
vertex v in G, we write NG(v) to denote the set of v’s neighbors in G, and we write degG(v)
to denote the degree of v, that is, the number of v’s neighbors in G. If it is clear from
the context which graph is meant, we write N(v) and deg(v), respectively, for short. A
graph G′ = (V ′, E′) is a subgraph of G if V ′ ⊆ V and E′ ⊆ E. The subgraph G′ is called
an induced subgraph of G if E′ = {{u, v} ∈ E | u, v ∈ V ′}, in this case, G′ is also called the
subgraph induced by V ′ and denoted with G[V ′]. A vertex v dominates a vertex u if u ∈ N(v).

3 Upper Bound Machinery

We illustrate the method of kernelization using the parameterized version of Max3Sat where
given a boolean 3-CNF formula and an integer parameter k, we would like to know whether
there is an assignment to the variables that satisfies at least k of the clauses. Our other
examples in this Section include a kernel for d-Hitting Set using the Sunflower Lemma, a
4k sized kernel for Vertex Cover using crown decomposition and a 2k kernel for (Edge)

Clique Cover.

3.1 Max3Sat

Let F be a given boolean CNF 3-SAT formula with n variables and m clauses. t is well known
that in any boolean CNF formula, there is an assignment that satisfies at least half of the
clauses (given any assignment that doesn’t satisfy half the clauses, its bitwise complement
will). So if the parameter k is less than m/2, then there is an assignment to the variables
that satisfies at least k of the clauses. Otherwise, m ≤ 2k, and so n ≤ 6k.
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3.2 d-Hitting Set

In this Section we give a kernelization algorithm for the d-Hitting Set problem which is
defined as follows:

d-Hitting Set (d-HS) : Given a collection C of d element subsets of an universe
U and a positive integer k, the problem is to determine whether there exists a
subset U ′ ⊆ U of size at most k such that U ′ contains at least one element from
each set in C.

Our kernelization algorithm is based on the following widely used Sunflower Lemma. We
first define the terminology used in the statement of the lemma. A sunflower with k petals
and a core Y is a collection of sets S1, S2 · · ·Sk such that Si ∩ Sj = Y for all i 6= j; the sets
Si−Y are petals and we require that none of them be empty. Note that a family of pairwise
disjoint sets is a sunflower (with an empty core).

Lemma 1 ([10]). [Sunflower Lemma] Let F be a family of sets over an universe U each
of cardinality s. If |F | > s!(k − 1)s then F contains a sunflower with k petals and such a
sunflower can be computed in time polynomial in the size of F and U .

Now we are ready to prove the following theorem about kernelization for d-HS.

Theorem 1. d-HS has a kernel of size O(kdd!d2). That is, given an instance (U, C, k) of d-
HS, we can replace it with an equivalent instance (U, C′, k′) with |C′| ≤ O(kdd!d) in polynomial
time.

Proof. The crucial observation is that if C contains a sunflower S = {S1, · · · , Sk+1} of car-
dinality k + 1 then every hitting set of C of size at most k must intersect with the core Y of
the sunflower S, otherwise we will need hitting set of size more than k. Therefore if we let
C′ = (C ∪ Y ) \ S then the instance (U, C, k) and (U, C′, k) are equivalent.

Now we apply the Sunflower Lemma for all d′ ∈ {1, · · · , d}, repeatedly replacing sunflow-
ers of size at least k +1 with their cores until the number of sets for any fixed d′ ∈ {1, · · · , d}
is at most O(kd′d′!). Summing over all d we obtain the desired kernel of size O(kdd!d).

3.3 Crown Decomposition : Vertex Cover

In this Section we introduce a crown decomposition based kernelization for Vertex Cover.
It is based on a connection between matchings and vertex cover which is that the maximum
size of a matching is a lower bound for the minimum cardinality vertex cover. We first define
Vertex Cover precisely as follows.

Vertex Cover (VC): Given a graph G = (V,E) and a positive integer k, does there
exist a subset V ′ ⊆ V of size at most k such that for every edge (u, v) ∈ E either u ∈ V ′

or v ∈ V ′.

Vertex Cover can be modelled as 2-HS with universe U = V and C = {{u, v} | (uv) ∈
E} and hence using Theorem 1 we get a kernel with at most 4k2 edges and 8k2 vertices.
Here we give a kernel with at most 4k vertices.

Now we define crown decomposition.
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Definition 2. A crown decomposition of a graph G = (V,E) is a partitioning of V as C, H

and R, where C and H are nonempty and the partition satisfies the following properties.

1. C is an independent set.

2. There are no edges between vertices of C and R, that is N [C] ∩R = ∅.
3. Let E′ be the set of edges between vertices of C and H. Then E′ contains a matching

of size |H|, that is the bipartite subgraph G′ = (C ∪H,E′) has a matching saturating
all the vertices of H.

We need the following lemma by Chor et. al. [7] which makes it possible to find a crown
decomposition efficiently.

Lemma 2. If a graph G = (V,E) has an independent set I ⊆ V such that |N(I)| < |I|, then
a crown decomposition (C,H,R) of G such that C ⊆ I can be found in time O(m+n), given
G and I.

The crown-decomposition gives us a global method to reduce the instance size. Its im-
portance is evident from the following simple lemma.

Lemma 3. Let (C,H,R) be a crown decomposition of a graph G = (V,E). Then G has a
vertex cover of size k if and only if G′ = G[R] has a vertex cover of size k′ = k − |H|.
Proof. Suppose G has a vertex cover V ′ of size k in G. Now, we have a matching of size |H|
between C and H that saturates every vertex of H. Thus |V ′∩ (H ∪C)| ≥ |H|, as any vertex
cover must pick one vertex form each of the matching edge. Hence the number of vertices in
V ′ covering the edges not incident to H ∪C is at most k − |H|, proving one direction of the
result.

For the other direction, it is enough to observe that if V ′′ is a vertex cover of size k− |H|
for G′ then V ′′ ∪H is a vertex cover of size k for G.

Theorem 2. Vertex Cover has a kernel of size 4k.

Proof. Given an input graph G = (V,E) and a positive integer k, we do as follows. We
first find a maximal matching M of G. Let V (M) be the set of endpoints of edges in M .
Now if |V (M)| > 2k, we answer NO and stop as any vertex cover must contain at least one
vertex from each of the matching edges and hence has size more than k. Now we distinguish
two cases based on the size of |V − V (M)|. If |V − V (M)| ≤ 2k, then we stop as we have
obtained a kernel of size at most 4k. Else |V − V (M)| > 2k. In this case we have found an
independent set I = V − V (M) such that |N(I)| ≤ |V (M)| < |I| and hence we can apply
Lemma 2 to obtain a crown decomposition (C,H,R) of G. Given a crown decomposition
(C,H,R), we apply Lemma 3 and obtain a smaller instance for a vertex cover with G′ = G[R]
and parameter k′ = k− |H|. Now we repeat the above procedure with this reduced instance
until either we get a NO answer or we have |V − V (M)| ≤ 2k resulting in a kernel of size
4k.

The bound obtained on the kernel for Vertex Cover in Theorem 2 can be further
improved to 2k with much more sophisticated use of crown decomposition. An alternate
method to obtain a 2k size kernel for Vertex Cover is through a Linear Programming
formulation of Vertex Cover. See [10] and [15] for further details on Linear Programming
based kernelization of Vertex Cover.
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3.4 Clique Cover

Unfortunately, not all known problem kernels are shown to have polynomial size. Here, we
present some data reduction results with exponential-size kernels. Clearly, it is a pressing
challenge to find out whether these bounds can be improved to polynomial ones.

In this section, we study the (Edge) Clique Cover problem, where the input consists
of an undirected graph G = (V,E) and a nonnegative integer k and the question is whether
there is a set of at most k cliques in G such that each edge in E has both its endpoints in at
least one of the selected cliques.

Given an n-vertex and m-edge graph G, we use N(v) to denote the neighborhood of
vertex v in G, namely, N(v) := {u | {u, v} ∈ E}. The closed neighborhood of vertex v,
denoted by N [v], is equal to N(v) ∪ {v}.

We formulate data reduction rules for a generalized version of (Edge) Clique Cover

in which already some edges may be marked as “covered”. Then, the question is to find a
clique cover of size k that covers all uncovered edges. We apply the following data reduction
rules [14]:
1. Remove isolated vertices and vertices that are only adjacent to covered edges.
2. If an uncovered edge {u, v} is contained in exactly one maximal clique C, that is, if the

common neighbors of u and v induce a clique, then add C to the solution, mark its edges
as covered, and decrease k by one.

3. If there is an edge {u, v} whose endpoints have exactly the same closed neighborhood, that
is, N [u] = N [v], then mark all edges incident to u as covered. To reconstruct a solution
for the non-reduced instance, add u to every clique containing v.
The correctness of the rules is easy to prove. To show the following problem kernel, only

the first and third rule are needed.

Theorem 3 ([14]). (Edge) Clique Cover admits a problem kernel with at most 2k ver-
tices.

Proof. Consider any graph G = (V,E) with more than 2k vertices that has a clique cover C1, . . . , Ck

of size k. We assign to each vertex v ∈ V a binary vector bv of length k where bit i, 1 ≤ i ≤ k,
is set to 1 iff v is contained in clique Ci. Since there are only 2k possible vectors, there must
be u 6= v ∈ V with bu = bv. If bu and bv are zero, the first rule applies; otherwise, u and v

are contained in the same cliques. This means that u and v are connected and share the
same neighborhood, and thus the third rule applies.

4 Lower Bound Machinery

It is easy to see that if a decidable problem admits an f(k) kernel for some function f , then
the problem is FPT. Interestingly, the converse also holds, that is, if a problem is FPT then
it admits an f(k) kernel for some function f [15]. The proof of this fact is quite simple, and
we present it here.

Fact 1 (Folklore, [15]). If a parameterized problem Π is FPT then Π admits an f(k) kernel
for some function f .
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Proof. Suppose there is a decision algorithm for Π running in f(k)nc time for some function
f and constant c. Given an instance (I, k) with |I| = n, if n ≥ f(k) then we run the decision
algorithm on the instance in time f(k)nc ≤ nc+1. If the decision algorithm outputs yes, the
kernelization algorithm outputs a constant size yes instance, and if the decision algorithm
outputs no, the kernelization algorithm outputs a constant size no instance. On the other
hand, if n < f(k) the kernelization algorithm just outputs (I, k). This yields an f(k) kernel
for the problem.

Fact 1 implies that a problem has a kernel if and only if it is fixed parameter tractable.
However, we are interested in kernels that are as small as possible, and a kernel obtained
using Fact 1 has size that equals the dependence on k in the running time of the best known
FPT algorithm for the problem. The question is - can we do better? The answer is that
quite often we can as we saw in the previous section but many times we can not. It is only
very recently that a methodology to rule out polynomial kernels has been developed [3, 12].
In this chapter we survey the tecniques that have been developed to show kernelization lower
bounds. In this section we suvey some of the recently developed techniques for showing that
problems do not admit polynomial kernels.

Consider the Longest Path problem. It is well known that the Longest Path problem
can be solved in time O(cknO(1)) using the well known method of Color-Coding. Is it
feasible that it also admits a polynomial kernel? We argue that intuitively this should not
be possible. Consider a large set (G1, k), (G2, k), . . . , (Gt, k) of instances to the Longest

Path problem. If we make a new graph G by just taking the disjoint union of the graphs
G1 . . . Gt we see that G contains a path of length k if and only if Gi contains a path of
length k for some i ≤ t. Suppose the Longest Path problem had a polynomial kernel,
and we ran the kernelization algorithm on G. Then this algorithm would in polynomial time
return a new instance (G′, k′) such that |V (G)| = kO(1), a number potentially much smaller
than t. This means that in some sense, the kernelization algorithm considers the instances
(G1, k), (G2, k) . . . (Gt, k) and in polynomial time figures out which of the instances are the
most likely to contain a path of length k. However, at least intuitively, this seems almost
as difficult as solving the instances themselves and since the Longest Path problem is
NP-complete, this seems unlikely. We now formalize this intuition.

Definition 3. [Distillation [3]]

• An OR-distillation algorithm for a language L ⊆ Σ∗ is an algorithm that receives as
input a sequence x1, . . . , xt, with xi ∈ Σ∗ for each 1 ≤ i ≤ t, uses time polynomial in∑t

i=1 |xi|, and outputs y ∈ Σ∗ with (a) y ∈ L ⇐⇒ xi ∈ L for some 1 ≤ i ≤ t

and (b) |y| is polynomial in maxi≤t |xi|. A language L is OR-distillable if there is a
OR-distillation algorithm for it.

• An AND-distillation algorithm for a language L ⊆ Σ∗ is an algorithm that receives as
input a sequence x1, . . . , xt, with xi ∈ Σ∗ for each 1 ≤ i ≤ t, uses time polynomial
in

∑t
i=1 |xi|, and outputs y ∈ Σ∗ with (a) y ∈ L ⇐⇒ xi ∈ L for all 1 ≤ i ≤ t

and (b) |y| is polynomial in maxi≤t |xi|. A language L is AND-distillable if there is an
AND-distillation algorithm for it.
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Observe that the notion of distillation is defined for unparameterized problems. Bod-
laender et al. [3] conjectured that no NP-complete language can have an OR-distillation or
an AND-distillation algorithm.

Conjecture 1 (OR-Distillation Conjecture [3]). No NP-complete language L is OR-distillable.

Conjecture 2 (AND-Distillation Conjecture [3]). No NP-complete language L is AND-
distillable.

One should notice that if any NP-complete language is distillable, then so are all of
them. Fortnow and Santhanam [12] were able to connect the OR-Distillation Conjecture
to a well-known conjecture in classical complexity. In particular they proved that if the
OR-Distillation Conjecture fails, the polynomial time hierarchy [17] collapses to the third
level, a collapse that is deemed unlikely. No such connection is currently known for the
AND-Distillation Conjecture, and for reasons soon to become apparent, a proof of such a
connection would have significant impact in Parameterized Complexity. By PH=Σ3

p we will
denote the complexity-theoretic event that the polynomial time hierarchy collapses to the
third level.

Theorem 4 ([12]). If the OR-Distillation Conjecture fails, then PH=Σ3
p.

We are now ready to define the parameterized analogue of distillation algorithms and
connect this notion to the Conjectures 1 and 2

Definition 4. [Composition [3]]

• A composition algorithm (also called OR-composition algorithm) for a parameterized
problem Π ⊆ Σ∗×N is an algorithm that receives as input a sequence ((x1, k), . . . , (xt, k)),
with (xi, k) ∈ Σ∗ × N+ for each 1 ≤ i ≤ t, uses time polynomial in

∑t
i=1 |xi| + k, and

outputs (y, k′) ∈ Σ∗ × N+ with (a) (y, k′) ∈ Π ⇐⇒ (xi, k) ∈ Π for some 1 ≤ i ≤ t

and (b) k′ is polynomial in k. A parameterized problem is compositional (or OR-
compositional) if there is a composition algorithm for it.

• An AND-composition algorithm for a parameterized problem Π ⊆ Σ∗×N is an algorithm
that receives as input a sequence ((x1, k), . . . , (xt, k)), with (xi, k) ∈ Σ∗ × N+ for each
1 ≤ i ≤ t, uses time polynomial in

∑t
i=1 |xi| + k, and outputs (y, k′) ∈ Σ∗ × N+ with

(a) (y, k′) ∈ Π ⇐⇒ (xi, k) ∈ Π for all 1 ≤ i ≤ t and (b) k′ is polynomial in k. A
parameterized problem is AND-compositional if there is an AND-composition algorithm
for it.

Composition and distillation algorithms are very similar. The main difference between
the two notions is that the restriction on output size for distillation algorithms is replaced
by a restriction on the parameter size for the instance the composition algorithm outputs.
We define the notion of the unparameterized version of a parameterized problem L. The
mapping of parameterized problems to unparameterized problems is done by mapping (x, k)
to the string x#1k, where # /∈ Σ denotes the blank letter and 1 is an arbitrary letter in
Σ. In this way, the unparameterized version of a parameterized problem Π is the language
Π̃ = {x#1k | (x, k) ∈ Π}. The following theorem yields the desired connection between the
two notions.
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Theorem 5 ([3, 12]). Let Π be a compositional parameterized problem whose unparameterized
version Π̃ is NP-complete. Then, if Π has a polynomial kernel then PH=Σ3

p. Similarly, let
Π be an AND-compositional parameterized problem whose unparameterized version Π̃ is NP-
complete. Then, if Π has a polynomial kernel the AND-Distillation Conjecture fails.

We can now formalize the discussion from the beginning of this section.

Theorem 6 ([3]). Longest Path does not admit a polynomial kernel unless PH=Σ3
p.

Proof. The unparameterized version of Longest Path is known to be NP-complete [13].
We now give a composition algorithm for the problem. Given a sequence (G1, k) . . . (Gt, k)
of instances we output (G, k) where G is the disjoint union of G1 . . . Gt. Clearly G contains
a path of length k if and only if Gi contains a path of length k for some i ≤ t. By Theorem 5
Longest Path does not have a polynomial kernel unless PH=Σ3

p.

An identical proof can be used to show that the Longest Cycle problem does not admit
a polynomial kernel unless PH=Σ3

p. For many problems, it is easy to give AND-composition
algorithms. For instance, the “disjoint union” trick yields AND-composition algorithms
for the Treewidth, Cutwidth and Pathwidth problems, among many others. Coupled
with Theorem 5 this implies that these problems do not admit polynomial kernels unless
the AND-Distillation Conjecture fails. However, to this date, there is no strong complexity
theoretic evidence known to support the AND-Distillation Conjecture. Therefore it would
be interesting to see if such evidence could be provided.

For some problems, obtaining a composition algorithm directly is a difficult task. Instead,
we can give a reduction from a problem that provably has no polynomial kernel unless PH=Σ3

p

to the problem in question such that a polynomial kernel for the problem considered would
give a kernel for the problem we reduced from. We now define the notion of polynomial
parameter transformations.

Definition 5 ([4]). Let P and Q be parameterized problems. We say that P is polynomial
parameter reducible to Q, written P ≤Ptp Q, if there exists a polynomial time computable
function f : Σ∗ × N → Σ∗ × N and a polynomial p, such that for all (x, k) ∈ Σ∗ × N (a)
(x, k) ∈ P if and only (x′, k′) = f(x, k) ∈ Q and (b) k′ ≤ p(k). The function f is called
polynomial parameter transformation.

Proposition 1 ([4]). Let P and Q be the parameterized problems and P̃ and Q̃ be the
unparameterized versions of P and Q respectively. Suppose that P̃ is NP-complete and Q̃ is
in NP. Furthermore if there is a polynomial parameter transformation from P to Q, then if
Q has a polynomial kernel then P also has a polynomial kernel.

Proposition 1 shows how to use polynomial parameter transformations to show kernel-
ization lower bounds. A notion similar to polynomial parameter transformation was inde-
pendently used by Fernau et al. [9] albeit without being explicitly defined. We now give an
example of how Proposition 1 can be useful for showing that a problem does not admit a
polynomial kernel. In particular, we show that the Path Packing problem does not admit
a polynomial kernel unless PH=Σ3

p. In this problem you are given a graph G together with
an integer k and asked whether there exists a collection of k mutually vertex-disjoint paths
of length k in G. This problem is known to be fixed parameter tractable [2] and is easy to
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see that for this problem the “disjoint union” trick discussed earlier does not directly apply.
Thus we resort to polynomial parameter transformations.

Theorem 7. Path Packing does not admit a polynomial kernel unless PH=Σ3
p.

Proof. We give a polynomial parameter transformation from the Longest Path problem.
Given an instance (G, k) to Longest Path we construct a graph G′ from G by adding k−1
vertex disjoint paths of length k. Now G contains a path of length k if and only if G′ contains
k paths of length k. This concludes the proof.

Now we give several non-trivial applications of this framework developed by Bodlaender et
al. [3] and Fortnow and Santhanam [12]. In particular we describe a “cookbook” for showing
kernelization lower bounds using explicit identification. We then apply this cookbook to show
that a wide variety of problems do not admit polynomial kernels. To show that a problem
does not admit a polynomial size kernel we go through the following steps.

1. Find a suitable parameterization of the problem considered. Quite often parameteri-
zations that impose extra structure make it easier to give a composition algorithm.

2. Define a suitable colored version of the problem. This is in order to get more control
over how solutions to problem instances can look.

3. Show that the colored version of the problem is NP-complete.

4. Give a polynomial parameter transformation from the colored to the uncolored version.
This will imply that if the uncolored version has a polynomial kernel then so does
the colored version. Hence kernelization lower bounds for the colored version directly
transfer to the original problem.

5. Show that the colored version parameterized by k is solvable in time 2kc · nO(1) for a
fixed constant c.

6. Finally, show that the colored version is compositional and thus has no polynomial
kernel. To do so, proceed as follows.

(a) If the number of instances in the input to the composition algorithm is at least 2kc

then running the parameterized algorithm on each instance takes time polynomial
in input size. This automatically yields a composition algorithm.

(b) If the number of instances is less than 2kc
, every instance receives an unique

identifier. Notice that in order to uniquely code the identifiers (ID) of all instances,
kc bits per instance is sufficient. The IDs are coded either as an integer, or as a
subset of a poly(k) sized set.

(c) Use the coding power provided by colors and IDs to complete the composition
algorithm.

In the following sections we show how to apply this approach to show incompressibility and
kernelization lower bounds for a variety of problems.
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4.1 Steiner Tree, Variants of Vertex Cover, and Bounded Rank Set Cover

The problems Steiner Tree, Connected Vertex Cover (ConVC), Capacitated

Vertex Cover (CapVC), and Bounded Rank Set Cover are defined as follows. In
Steiner Tree we are given a graph a graph G = (T ∪N,E) and an integer k and asked for
a vertex set N ′ ⊆ N of size at most k such that G[T ∪N ′] is connected. In ConVC we are
given a graph G = (V,E) and an integer k and asked for a vertex cover of size at most k that
induces a connected subgraph in G. A vertex cover is a set C ⊆ V such that each edge in E

has at least one endpoint in C. The problem CapVC takes as input a graph G = (V,E), a
capacity function cap : V → N+ and an integer k, and the task is to find a vertex cover C

and a mapping from E to C in such a way that at most cap(v) edges are mapped to every
vertex v ∈ C. Finally, an instance of Bounded Rank Set Cover consists of a set family F
over a universe U where every set S ∈ F has size at most d, and a positive integer k. The
task is to find a subfamily F ′ ⊆ F of size at most k such that ∪S∈F ′S = U . All four problems
are known to be NP-complete (e.g., see [13] and the proof of Theorem 8); in this section, we
show that the problems do not admit polynomial kernels for the parameter (|T |, k) (in the
case of Steiner Tree), k (in the case of ConVC and CapVC), and (d, k) (in the case of
Bounded Rank Set Cover), respectively. To this end, we first use the framework pre-
sented at the beginning of this chapter to prove that another problem, which is called RBDS,
does not have a polynomial kernel. Then, by giving polynomial parameter transformations
from RBDS to the above problems, we show the non-existence of polynomial kernels for
these problems.

In Red-Blue Dominating Set (RBDS) we are given a bipartite graph G = (T ∪N,E)
and an integer k and asked whether there exists a vertex set N ′ ⊆ N of size at most k such
that every vertex in T has at least one neighbor in N ′. We show that RBDS parameterized
by (|T |, k) does not have a polynomial kernel. In the literature, the sets T and N are
called “blue vertices” and “red vertices”, respectively. In this paper we will call the vertices
“terminals” and “nonterminals” in order to avoid confusion with the colored version of the
problem that we are going to introduce. RBDS is equivalent to Set Cover and Hitting

Set and is, therefore, NP-complete [13].
In the colored version of RBDS, denoted by Colored Red-Blue Dominating Set

(Col-RBDS), the vertices of N are colored with colors chosen from {1, . . . , k}, that is, we
are additionally given a function col : N → {1, . . . , k}, and N ′ is required to contain exactly
one vertex of each color. We will now follow the framework described at the beginning of
this chapter.

Lemma 4. (1) The unparameterized version of Col-RBDS is NP-complete. (2) There
is a polynomial parameter transformation from Col-RBDS to RBDS. (3) Col-RBDS is
solvable in 2|T |+k · |T ∪N |O(1) time.

Proof. (1) It is easy to see that Col-RBDS is in NP. To prove its NP-hardness, we reduce
the NP-complete problem RBDS to Col-RBDS: Given an instance (G = (T ∪N,E), k) of
RBDS, we construct an instance (G′ = (T ∪N ′, E′), k, col) of Col-RBDS where the vertex
set N ′ consists of k copies v1, . . . , vk of every vertex v ∈ V , one copy of each color. That is,
N ′ =

⋃
a∈{1,...,k}{va | v ∈ N}, and the color of every vertex va ∈ Na is col(va) = a. The edge
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set E′ is given by

E′ =
⋃

a∈{1,...,k}
{{u, va} | u ∈ T ∧ a ∈ {1, . . . , k} ∧ {u, v} ∈ E} .

Now, there is a set S ⊂ N of size k dominating all vertices in T in G if and only if in G′,
there is a set S′ ⊂ N ′ of size k containing one vertex of each color.

(2) Given an instance (G = (T ∪ N,E), k, col) of Col-RBDS, we construct an in-
stance (G′ = (T ′ ∪ N,E′), k) of RBDS. The set T ′ consists of all vertices from T plus
k additional vertices z1, . . . , zk. The edge set E′ consists of all edges from E plus the edges

{{za, v} | a ∈ {1, . . . , k} ∧ v ∈ N ∧ col(v) = a}.

Now, there is a set S′ ⊂ N ′ of size k dominating all vertices in T ′ in G′ if and only if in G,
there is a set S ⊂ N of size k containing one vertex of each color.

(3) To solve Col-RBDS in the claimed running time, we first use the reduction given
in (2) from Col-RBDS to RBDS. The number |T ′| of terminals in the constructed instance
of RBDS is |T |+k. Next, we transform the RBDS instance (G′, k) into an instance (F , U, k)
of Set Cover where the elements in U one-to-one correspond to the vertices in T ′ and the
sets in F one-to-one correspond to the vertices in N . Since Set Cover can be solved
in O(2|U | · |U | · |F|) time [11, Lemma 2], statement (3) follows.

Lemma 5. Col-RBDS parameterized by (|T |, k) is compositional.

Proof. Given a sequence

(G1 = (T1 ∪N1, E1), k, col1), . . . , (Gt = (Tt ∪Nt, Et), k, colt)

of Col-RBDS instances with |T1| = |T2| = . . . = |Tt| = p, we show how to construct a
Col-RBDS instance (G = (T ∪N,E), k, col) as described in Definition 4.

For i ∈ {1, . . . , t}, let Ti := {ui
1, . . . , u

i
p} and Ni := {vi

1, . . . , v
i
qi
}. We start with

adding p vertices u1, . . . , up to the set T of terminals to be constructed. (We will add
more vertices to T later.) Next, we add to the set N of nonterminals all vertices from
the vertex sets N1, . . . , Nt, preserving the colors of the vertices. That is, we set N =⋃

i∈{1,...,t} Ni, and for every vertex vi
j ∈ N we define col(vi

j) = coli(vi
j). Now, we add the

edge set
⋃

i∈{1,...,t}
{
{uj1 , v

i
j2
} | {ui

j1
, vi

j2
} ∈ Ei

}
to G (see Figure 1). The graph G and the

coloring col constructed so far have the following property: If at least one of the Col-RBDS

instances (G1, k, col1), . . . , (Gt, k, colt) is a yes-instance, then (G, k, col) is also a yes-instance
because if for any i ∈ {1, . . . , t} a size-k subset from Ni dominates all vertices in Ti, then the
same vertex set selected from N also dominates all vertices in T . However, (G, k, col) may
even be a yes-instance in the case where all instances (G1, k, col1), . . . , (Gt, k, colt) are no-
instances, because in G one can select vertices into the solution that originate from different
instances of the input sequence.

To ensure the correctness of the composition, we add more vertices and edges to G. We
define for every graph Gi of the input sequence a unique identifier ID(Gi), which consists
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T 2

W(white,black)

. . .. . .
w

(white,black)
1 . . . w

(white,black)
4 . . . w

(white,black)
7

ID(G1) =
{1, 2, 5, 7}

ID(G2) =
{2, 6, 7, 8}

N

Figure 1: Example for the composition algorithm for Col-RBDS. The upper part of the
figure shows an input sequence consisting of two instances with k = 3 (there are three colors:
white, checkered, and black). The lower part of the figure shows the output of the composition
algorithm. For the sake of clarity, only the vertex set W(white,black) is displayed, whereas five
other vertex sets W(a,b) with a, b ∈ {white, checkered,black} are omitted. Since k = 3 and p =
5, each ID should consist of eight numbers, and W(white,black) should contain 16 vertices. For
the sake of clarity, the displayed IDs consist of only four numbers each, and W(white,black)

contains only eight vertices.

of a size-(p + k) subset of {1, . . . , 2(p + k)} Since
(2(p+k)

p+k

) ≥ 2p+k and since we can assume
that the input sequence does not contain more than 2p+k instances, it is always possible
to assign unique identifiers to all instances of the input sequence. (Note that if there are
more than 2p+k instances, then we can solve all these instances in

∑t
i=1 2p+k · (p + qi)O(1) ≤

t ·∑t
i=1(p + qi)O(1) time, which yields a composition algorithm.) For each color pair (a, b) ∈

{1, . . . , k} × {1, . . . , k} with a 6= b, we add a vertex set W(a,b) = {w(a,b)
1 , . . . , w

(a,b)
2(p+k)} to T ,

and we add to E the edge set⋃
i∈{1,...,t},j1∈{1,...,qi}

{
{vi

j1 , w
(a,b)
j2

} | a = col(vi
j1) ∧ b ∈ {1, . . . , k} \ {a} ∧ j2 ∈ ID(Gi)

}
∪

⋃
i∈{1,...,t},j1∈{1,...,qi}

{
{vi

j1 , w
(a,b)
j2

} | b = col(vi
j1) ∧ a ∈ {1, . . . , k} \ {b} ∧ j2 /∈ ID(Gi)

}
(see Figure 1).

Note that the construction conforms to the definition of a composition algorithm; in
particular, k remains unchanged and the size of T is polynomial in p, k because |T | =
p + k(k− 1) · 2(p + k). To prove the correctness of the construction, we show that (G, k, col)
has a solution N ′ ⊆ N if and only if at least one instance (Gi, k, coli) from the input sequence
has a solution N ′

i ⊆ Ni.
In one direction, if N ′

i ⊆ Ni is a solution for (Gi, k, coli), then the same vertex set chosen
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from N forms a solution for (G, k, col). To see this, first note that the vertices from T

are dominated by the chosen vertices. Moreover, for every color pair (a, b) ∈ {1, . . . , k} ×
{1, . . . , k} with a 6= b, each vertex from W(a,b) is either connected to all vertices v from Ni

with col(v) = a or to all vertices v from Ni with col(v) = b. Since N ′
i contains one vertex of

each color class from Ni, each vertex in W(a,b) is dominated by a vertex from N chosen into
the solution.

In the other direction, to show that any solution N ′ ⊆ N for (G, k, col) is a solution
for at least one instance (Gi, k, coli), we prove that N ′ cannot contain vertices originating
from different instances of the input sequence. To this end, note that each two vertices
in N ′ must have different colors. Assume, for the sake of a contradiction, that N ′ contains
a vertex vi1

j1
with col(vi1

j1
) = a originating from the instance (Gi1 , k, coli1) and a vertex vi2

j2

with col(vi2
j2

) = b originating from a different instance (Gi2 , k, coli2). Due to the construction
of the IDs, we have ID(Gi1)\ ID(Gi2) 6= ∅ and ID(Gi2)\ ID(Gi1) 6= ∅. This implies that there
are vertices in W(a,b) (namely, all vertices w

(a,b)
j with j ∈ ID(Gi2) \ ID(Gi1)) and vertices

in W(b,a) (namely, all vertices w
(b,a)
j with j ∈ ID(Gi1) \ ID(Gi2)) that are neither adjacent

to vi1
j1

nor to vi2
j2

. Therefore, N ′ does not dominate all vertices from T , which is a contradiction
to the fact that N ′ is a solution for (G, k, col).

Theorem 8. ([8]) Red-Blue Dominating Set and Steiner Tree, both parameterized
by (|T |, k), Connected Vertex Cover and Capacitated Vertex Cover, both param-
eterized by k, and Bounded Rank Set Cover, parameterized by (k, d), do not admit
polynomial kernels unless PH = Σ3

p.

Proof. For RBDS the statement of the theorem follows directly by Theorem 5 together with
Lemmata 4 and 5.

To show that the statement is true for the other four problems, we give polynomial
parameter transformations from RBDS to each of them—due to Proposition 1, this suffices
to prove the statement. Let (G = (T ∪ N,E), k) be an instance of RBDS. To transform it
into an instance (G′ = (T ′ ∪ N,E′), k) of Steiner Tree, define T ′ = T ∪ {ũ} where ũ is
a new vertex and let E′ = E ∪ {{ũ, vi} | vi ∈ N}. It is easy to see that every solution for
Steiner Tree on (G′, k) one-to-one corresponds to a solution for RBDS on (G, k).

To transform (G, k) into an instance (G′′ = (V ′′, E′′), k′′) of ConVC, first construct the
graph G′ = (T ′ ∪ N,E′) as described above. The graph G′′ is then obtained from G′ by
attaching a leaf to every vertex in T ′. Now, G′′ has a connected vertex cover of size k′′ =
|T ′| + k = |T | + 1 + k iff G′ has a steiner tree containing k vertices from N iff all vertices
from T can be dominated in G by k vertices from N .

Next, we describe how to transform (G, k) into an instance (G′′′ = (V ′′′, E′′′), cap, k′′′)
of CapVC. First, for each vertex ui ∈ T , add a clique to G′′′ that contains four ver-
tices u0

i , u
1
i , u

2
i , u

3
i . Second, for each vertex vi ∈ N , add a vertex v′′′i to G′′′. Finally, for

each edge {ui, vj} ∈ E with ui ∈ T and vj ∈ N , add the edge {u0
i , v

′′′
j } to G′′′. The capacities

of the vertices are defined as follows: For each vertex ui ∈ T , the vertices u1
i , u

2
i , u

3
i ∈ V ′′′

have capacity 1 and the vertex u0
i ∈ V ′′′ has capacity degG′′′(u0

i ) − 1. Each vertex v′′′i has
capacity degG′′′(v′′′i ). Clearly, in order to cover the edges of the size-4 cliques inserted for the
vertices of T , every capacitated vertex cover for G′′′ must contain all vertices u0

i , u
1
i , u

2
i , u

3
i .

Moreover, since the capacity of each vertex u0
i is too small to cover all edges incident to u0

i ,

13



at least one neighbor v′′′j of u0
i must be selected into every capacitated vertex cover for G′′′.

Therefore, it is not hard to see that G′′′ has a capacitated vertex cover of size k′′′ = 4 · |T |+k

iff all vertices from T can be dominated in G by k vertices from N .
Finally, to transform (G, k) into an instance (F , U, k) of Bounded Rank Set Cover,

add one element ei to U for every vertex ui ∈ T . For every vertex vj ∈ N , add one set {ei |
{ui, vj} ∈ E} to F . The correctness of the construction is obvious, and since |U | = |T |, every
set in F contains at most d = |T | elements.
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